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A B S T R A C T

This thesis presents three specific, self-contained, scientific papers in
the Computational Management Science area. Modern management
and high technology interact in multiple, profound, ways. Professor
Andrew Ng tells students at Stanford’s Graduate School of Business
that “AI is the new electricity”, as his hyperbolic way to emphasize
the potential transformational power of the technology.

The first paper is inspired by the possibility that there will be
some form of purely digital money and studies distributed ledgers,
proposing and analyzing Hathor, an alternative architecture towards
a scalable cryptocurrency.

The second paper may be a crucial item in understanding human
decision making, perhaps, bringing us a formal model of
recognition-primed decision. Lying at the intersection of cognitive
psychology, computer science, neuroscience, and artificial
intelligence, it presents an open-source, cross-platform, and highly
parallel framework of the Sparse Distributed Memory and analyzes
the dynamics of the memory with some applications.

Last but not least, the third paper lies at the intersection of
marketing, diffusion of technological innovation, and modeling,
extending the famous Bass model to account for users who, after
adopting the innovation for a while, decide to reject it later on.

R E S U M O

A presente tese é formada por três trabalhos científicos na área de
Management Science Computacional. A gestão moderna e a alta
tecnologia interagem em múltiplas e profundas formas. O professor
Andre Ng diz aos seus estudantes na Escola de Negócios de Stanford
que “Inteligência Artificial é a nova eletricidade”, como sua forma
hiperbólica de enfatizar o potencial transformador da tecnologia.

O primeiro trabalho é inspirado na possibilidade de que haverá
alguma forma de dinheiro digital e estuda ledger distribuídas,
propondo e analisando o Hathor, uma arquitetura alternativa para
criptomoedas escaláveis.

O segundo trabalho pode ser um item crucial no entendimento de
tomadas de decisão, nos trazendo um modelo formal de
recognition-primed decisions. Situada na intersecção entre psicologia
cognitiva, ciência da computação, neuro-ciência e inteligência
artifical, ele apresenta um framework open-source, multi-plataforma
e altamente paralelo da Sparse Distributed Memory e analisa a
dinâmica da memória e algumas aplicações.
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O terceiro e último trabalho se situa na intersecção entre marketing,
difusão de inovação tecnologica e modelagem, extendendo o famoso
modelo de Bass para levar em consideração usuário que, após adotar
a tecnologia por um tempo, decidiram rejeitá-la.
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Showing gratitude is one of the simplest
yet most powerful things humans can do

for each other.

— Randy Pausch, The Last Lecture
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communities emerge, and standards fight
against each other, and fortunes are built or
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the opportunities are ripe for the taking; as if
a multitude of doors have opened
simultaneously. Note that the slides were
made in 2007, and expected an AI-based
‘semantic revolution‘ by 2015 [130]. In
between, both the iPhone (and competitors)
and Bitcoin (and competitors) have created
giant platforms on top of which immense
wealth has been created (Uber, Instagram, etc,
on the case of smartphones; and exchanges,
miners, investors, payment processors, etc., in
the case of blockchains). The key point is that
we should (i) expect new, unforeseen,
technological platforms, (ii) rapidly identify
them, and (iii) throw our energy at them, as
they offer leverage to make an asymmetric
impact. 4

Figure 2 White nodes represent transactions that have
been confirmed at least once. Green circles
represent unconfirmed transactions (tips).
Gray and dashed nodes are the transactions
currently solving the proof-of-work in order
to be propagated. 27

Figure 3 Suddenly the number of transactions per
second increases and the width of the swarm
grows. After a while, the number of
transactions per second decreases and the
width of the swarm shrinks. 28
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It is still an unending source of surprise for me to see
how a few scribbles on a blackboard or on a sheet of paper

could change the course of human affairs.

— Stanislaw Ulam

If anything good can ever be said about the second world war, it
might be this: the war effort sparked a massive number of scientific
fields.

Though most fields existed prior to the war, after the war they
were funded by the public as strategic pieces of the major nations
arsenal against future conflagrations. One of the fields in question
was that of Management Science (also called Operations Research in
military circles, as researchers filled the ranks of planners of war
operations). Management Science had started as an industrial field,
in movements stemming from Taylor and the origin of the
production line by Henry Ford. That was the first moment in
industry in which operations were systematically subject to some of
the tools of science: measurement, experimentation,
hypothesis-testing, statistics, mathematical optimization, etc.

This humble beginnings date from almost 100 years ago. Today the
field has advanced to a great number of nations, and the amount of
applications has grown explosively. Of particular interest to us is the
advent of the computer, and of engineering efforts that brought expo-
nential growth in computational power to the hands of individuals.
Whilst, during the war, computations were mostly done by hand, the
electronic computer took over afterward; up to an extent that it is not
outlandish to say that this original field can be referred to, today, as
computational management science.

Applied mathematics and computer science serve simultaneously
as a theoretical foundation and the major tool available to the field.
Though this is a doctoral thesis concerning business, in this
document one should expect to find the language and nomenclature
of mathematical modeling and computer science as our primary and
most natural language.

This thesis will explore three different topics related to computing
business platforms (Figure 1). Though the range of the topics is large,
as it usually is in management science, it is my hope to convince
readers of the value of this doctoral thesis brought by three specific,
self-contained, scientific papers — the first of which studies the
possibility of distributed financial ledgers.

3
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(a) (b)

(c) (d)

(e) (f)

Figure 1: Slides from an old Linhares’ class; a viewpoint that has influenced
the choice of topics found in this thesis. In the history of comput-
ing business, the most interesting level of analysis seems to be that
of the platform. It is where things can go on top of, and communi-
ties emerge, and standards fight against each other, and fortunes
are built or lost. It is, in a sense, a major part of the Big Drama
of our moment in history. Each time a new computing platform
appears, it seems as the opportunities are ripe for the taking; as
if a multitude of doors have opened simultaneously. Note that the
slides were made in 2007, and expected an AI-based ‘semantic rev-
olution‘ by 2015 [130]. In between, both the iPhone (and competi-
tors) and Bitcoin (and competitors) have created giant platforms
on top of which immense wealth has been created (Uber, Insta-
gram, etc, on the case of smartphones; and exchanges, miners, in-
vestors, payment processors, etc., in the case of blockchains). The
key point is that we should (i) expect new, unforeseen, technologi-
cal platforms, (ii) rapidly identify them, and (iii) throw our energy
at them, as they offer leverage to make an asymmetric impact.
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1.1 distributed financial ledgers

The World Bank estimates that there are two billion people without
access to financial services. As banks are unable to sustain
operations in numerous poverty-stricken areas, services such as
money transfers, access to credit, digital/distant payments, inflation
protection, etc., remain beyond reach for ‘the unbanked’. This seems
to be one of the factors that perpetuate poverty. The Bill and
Melinda Gates Foundation chose as focus of its “Level-One project”:
to provide basic financial services through cell phones. Another
initiative, the United Nations World Food Programme has begun, in
2017, an experiment in Jordan, in which the organization provides
funds for thousands of people towards its goal of food relief. An
interesting aspect of this program has been the format of the funds
distributed: they have been all on the ethereum blockchain
[162, 163, 199].

The possibility of having a completely digital financial system
without the overheads of traditional banking systems has appeared
with the release of Bitcoin and similar blockchain technologies. This
field questions numerous traditional assumptions in computer
science, record-keeping, banking & finance, and economic inclusion.
The seminal work of Nakamoto [145] described the architecture of
Bitcoin, a peer-to-peer electronic cash system, also known as
cryptocurrency. Bitcoin’s currency ledger is public and stored in a
blockchain across thousands of computers. Even so, no one is able to
spend either somebody else’s funds nor to double spend their own
funds. In order to be confirmed, each transaction must be both
digitally signed by the owner of the money and the funds verified in
the blockchain by Bitcoin’s miners. The question of whether Bitcoin
(or related works) can scale to billions of people is, however, far from
settled.

One of the interesting parts of Bitcoin are the incentives. On one
hand, users have incentive to use Bitcoin because the fees are small,
the money transfer is quick and global, and the currency issuance
rate is well known. On the other hand, the miners have incentive to
be part of Bitcoin’s network because, every ten minutes, new coins
are found and transactions’ fees are collected. These incentives keep
the community together and have maintained Bitcoin alive.

The impact of Bitcoin in society — and hence in the companies
and the government — has been growing every day. People are
increasingly using Bitcoin to exchange money and transfer money
overseas. Companies are looking into Bitcoin as an alternative to
reduce banking fees. The poor may be included in the finance
system through Bitcoin. People may hedge their assets against their
governments’ money issuance and inflation — as in the case of
Venezuela.
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Bitcoin is the first and most famous cryptocurrency, used
worldwide, with a highly volatile market cap, as of this writing, of $
192 bi. Even so, it faces serious scalability challenges; such as serious
quality of service and network congestion when the number of
transactions per second is high, and an increase in the transaction
fees and uncertain delays in transactions’ confirmations.

Note that these problems have been a deliberate decision from the
current developers of the “bitcoin-core”, which believe that is it risky
to increase the blocksize (in which all transactions are stored). It is not
known whether a blocksize, say, of 1GB, would be feasible to sustain
the decentralization of the network.

Iota is a second cryptocurrency that, instead of using a blockchain,
proposes the use of a “tangle’ architecture’: a different way to
register the currency ledger across thousands of computers.
Although it has not been confirmed in practice yet, its architecture
seems to be significantly more scalable than Bitcoin’s blockchain. As
we will see, the problem here is exactly the opposite of Bitcoin’s. Iota
needs a minimum of transactions per seconds in order to work
properly.

Our analysis suggests an architecture for a distributed currency
which is inspired in both Bitcoin’s blockchain and Iota’s tangle in
order to solve the scalability problems. While Bitcoin’s network
saturates when it hits a certain number of transactions per second,
Iota’s does not work properly with less than a certain number of
transactions per second. Our proposed architecture seems to work in
both scenarios: low and high number of transactions per second.

In this first study we will investigate some issues regarding this
possibility, namely: (i) cryptographic security and game-theoretical
attacks; (ii) scalability; (iii) self-governance of the system; (iv)
appropriate incentive system to all participants.

A second topic that may have an outsized influence on business
and that we will be taking a closer look is a model of artificial
intelligence — and of human decision making.

1.2 sparse distributed memory

A significant part of the thesis is devoted to Sparse Distributed Mem-
ory, or SDM for short. There are two reasons for that: first, it is an im-
portant topic in artificial intelligence and computational cognitive sci-
ence — a crucial piece of technology that may eventually have vast
influence throughout society.

But it is perhaps more than that. Perhaps it is a crucial item in
understanding human decision making. SDM may, perhaps, bring us
a formal model of recognition-primed decision, put forth by Gary Klein
as a theory of decision-making.



1.2 sparse distributed memory 7

1.2.1 Decisions with serious skin in the game

The recent field of naturalistic decision making stands as a new
alternative model of study of decision-making. It bears contrast to
both the classical model of rational choice and to the program of
heuristics and biases.

The classical model of rational choice and optimization which has
been the basis of studies in economics (for instance, in game theory),
management science and operations research (in for example
mathematical programming models), and in artificial intelligence
(the symbols and search paradigm), proposes a set of standard,
quantitative, methods in order to ‘rationally’ select a choice. Under
this theory, the decision-maker:

1. identifies a set of options,

2. identifies ways of evaluating these options,

3. weighs each evaluation dimension,

4. calculates a rating of each option, and, finally,

5. selects the one with the maximum score.

Note that this model implies that, in order to have a number of
choices to choose from, one must first have (i) perceived a problem,
and (ii) perceived a set of alternative choices — where do the choices
come from? What psychological process brings forth their emergence?
The rational model will deal only with the phase of (iii) selecting one
choice from the set.

Despite its widespread use in a number of distinct areas, the
rational choice model has not found to be psychologically plausible,
for a number of reasons [160]. One of the reasons is that the chosen
alternative depends on how decision-makers initially frame a
problem [101]. There has been strong criticism of the rational choice
model from the heuristics and biases research program, in which
problems are carefully devised to show that one’s intuitions
generally depart from the expected optima, and are generally
inconsistent with what would be expected as rational. A large
number of biases that depart from rational choice have been found
(see, for instance, Plous [160]), placing strain on the traditional
rational actor doctrine. Yet the heuristics and biases studies are
concentrated on carefully devised questionnaires applied mostly to
undergraduate students — not on real world settings with serious
skin in the game.

Thus a new field of naturalistic decision-making emerged, in which
the focus is centered around real life settings and decisions being
made under rapidly changing circumstances. A number of studies
have been conducted, from firefighters to nurses to chess players to
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military personnel. One of the most interesting theories to emerge
from naturalistic decision-making, the recognition-primed decision
model, was devised by Klein [117] and his colleagues.

1.2.1.1 Recognition-primed decision

Consider the following cases:
EXAMPLE #1. The Cuban World Chess Champion José Raoul

Capablanca once remarked about his personal, subjective,
experience: ‘I know at sight what a position contains. What could
happen? What is going to happen? You figure it out, I know it!’ In
another occasion, talking about the numerous possibilities that
less-skilled players usually consider on each board position, he
bluntly remarked: ‘I see only one move: The best one.’ Perhaps the
reader may think that Capablanca was quite simply being arrogant.
But there is evidence to the contrary, that expert decision-makers
actually are biased towards very high quality choices. We believe
that, in fact, Capablanca was telling us an important fact about
expert human psychology and decision-making, which would later
be documented in recognition-primed decision studies.

EXAMPLE #2. A baby at an infirmary suddenly turns blue. Within
seconds, a nurse has a diagnosis and a potential action. In this case,
the nurse thinks the baby has a pneumopericardium, which means
the sac surrounding the baby’s heart is inflated with air, and the
resulting pressure detracts from the heart’s pumping of blood. There
is a problem with this diagnosis, though. The electrocardiogram is
showing a healthy 80 beats per minute. If nothing is done, the baby
will die within a few minutes. The doctor walks into the room to
find the nurse screaming for silence and listening to the baby’s heart
with an stethoscope. She is now sure of her diagnosis, and she gives
the doctor a syringe: “stick the heart, it’s a pneumopericardium, I
know it”. Given the electrocardiogram, other nurses are skeptical,
until the x-ray operator screams out: “she’s right!” Her intuitive
diagnosis ultimately saves the baby’s life.

Klein [117] conducted a series of studies with decision-makers
under rapidly changing scenarios. During interviews, when
questioned how a specific decision (or course of action) was adopted,
decision-makers such as the nurse would proclaim, to Klein’s
frustration, that they ‘did not make decisions’. One experienced
firefighter proclaimed ‘I don’t make decisions–I don’t remember
when I’ve ever made a decision’ [117], p.10. Decision-makers did not
seem to be comparing alternative courses of actions, as classical
models would predict. ‘It is usually obvious what to do in any given
situation’ (p.11). Repeated statements of the sort by different
decision-makers led Klein to propose a psychologically plausible
model of decision-making which radically departed from the
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established view of ‘comparing alternatives and selecting the
optimum’.

Klein [117] proposed a model of recognition-primed decision, in
which experienced decision-makers would find themselves
immersed in complex situations and rapidly take adequate courses
of action. Decision-makers would rapidly perceive cues from any
situation and retrieve from episodic memory similar situations,
which would bring assessments and diagnoses and plausible courses
of action. Because priming mechanisms are automatic and
unconscious [12, 13], these decision-makers reported doing ‘the
obvious’ action in different situations. This ‘obvious’ course of
action, Klein proposes, is brought from long-term episodic memory
by priming mechanisms. Hence, decision-makers would not be
selecting among distinct alternatives, but rather simply performing
the automatically-provided action.

Even if the ‘obvious’ action seemed plausible for a theory, another
problem remained: if decision-makers did not compare alternatives,
then how could they know that a course of action was good? In
subsequent interviews, evidence emerged that decision-makers
would be using the simulation heuristic, proposed by Kahneman
and Tversky [102]. That is, facing a particular situation, experienced
decision-makers would be primed towards a particular course of
action, to the detriment of most alternative courses of action. This
primed alternative would be ‘simulated’, or ‘run through’, one’s
mind, and, if found acceptable during the simulation processing,
would be acted upon without further deliberation. If problems
emerged during mental simulation, another different course of
action would be primed. Thus was born a theory of intuitive
decision-making, in which experienced people would not be
selecting choices from a vast set of alternatives, but instead ‘testing’
their initially primed predispositions with a simulation heuristic.

This model, of course, applied only to expert decision-makers with
years of experience. It involves access to a large episodic memory in
order to rapidly retrieve a suitable course of action. This was initially
found surprising by Klein:

Before we did this study, we believed the novices
impulsively jumped at the first option they could think
of, whereas experts carefully deliberated about the merits
of different courses of action. Now it seemed that it was
the experts who could generate a single course of action,
while novices needed to compare different approaches.
(p.21)

Because priming mechanisms that brought plausible actions to
mind are unconscious, people would report having “done the
obvious thing to do”. Decision-makers would be unable to visualize
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the cognitive processes underlying their decisions, and would in
many cases even believe that they had skills of the ‘fantastic’
persuasion: One firefighter demands that his whole crew abandon
operations inside a house, just to see it collapse seconds afterward.
A radar operator would ‘chill’ after spotting a new track, and would
fire counter missiles against it, based on the ‘feeling’ that it was a
hostile missile. It took over a year for this radar operator, after being
carefully and repeatedly interviewed, to understand the incredibly
subtle cues that he was responding to whenever he perceived the
new radar track. Unable to reasonably explain their life-saving,
rapid, decisions, both the firefighter and the radar operator thought
that they had ESP or other fantastic abilities. Careful probing would
show that they were able to unconsciously perceive subtle cues,
which primed them towards adequate responses.

Beyond a formalization of this process of memory recall, Sparse
Distributed Memory will offer us a plausible, both psychologically
and neuroscientifically, path towards artificial intelligence.

1.2.2 Artificial Intelligence

Technology has been one of the underlying engines behind
economic growth. It has been changing the whole society – people,
companies, and governments. Cities and houses had to be rethought
when cars became popular. Trains allowed distant places to
exchange high volume of goods. Airplanes and boats opened
countries to overseas business. And, finally, the internet has had a
profound impact in nearly everyone’s life, as it changed everything –
from the way we communicate, behave, do business, do shopping,
share ideas, and so forth.

One area of technology that has been redefining business is
computer science. Together with the internet, computer science has
been one of the most important tools to scale a business model – and
create many others which were impossible before. More and more
expensive human labor has been replaced by algorithms. Managers
are able to make better decisions because they receive real-time
information. The supply chain has incredibly evolved thanks to
advances in logistics supported by routing algorithms, storage
algorithms, and many others optimization algorithms.

Artificial intelligence has been disrupting many businesses. Uber
is able to handle hundreds of thousands of requests. Amazon
optimizes the location of each product based on demand. Netflix
increases the quality of their services offering movies specific to the
taste of each customer. Spotify learns which kind of music users like
the most and suggests playlists. Banks prevent fraud classifying
which patterns seem to be erratic towards their customers’ previous
behavior.
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It is gradually becoming impossible to imagine a world without
artificial intelligence.

Behind artificial intelligence systems, there is pattern recognition:
The capacity to match information from new data with information
which has already been seen and is stored in memory. It may be
used in classification, face recognition, character recognition, and so
forth. Even if AI cannot yet solve numerous hard problems — such
as the Turing Test, Bongard Problems or simply understanding when
‘Lawyers are sharks’ [79–81, 129] —, it is clear that the technology
must be taken seriously.

The second paper lies at the intersection of cognitive psychology,
computer science, neuroscience, and artificial intelligence. Sparse
Distributed Memory, or SDM for short, is a theoretical mathematical
construct that seems to reflect a number of neuroscientific and
psychologically plausible characteristics of a human memory. SDM
has already been used to different pattern recognition problems, like
noise reduction, handwriting recognition, robot automation, and so
forth.

We implement a BW-Complete1 SDM framework that not only
shows small discrepancies from previous theoretical expectations,
but also may be of use to other researchers interested in testing their
own hypotheses and theories of SDM. The computer code has been
used in a previous Ph.D. Thesis; the code has shown some small
discrepancies from theoretical expectations; the code has been run
on a number of different architectures and information-processing
devices (e.g., CPUs, GPUs). The framework enables us to have a
visual exploration previous experiments and new possibilities for
SDM.

1.3 diffusion of innovation

In 2014, a group of Princeton’s researchers predicted that Facebook’s
users would abandon the platform by 2017 [37]. The forecast was
done applying a disease spreading model which has correctly
predicted the abandonment of “MySpace”. Facebook replied after
applying Princeton’s methodology:

“Using the same robust methodology featured in
[Princeton’s] paper, we attempted to find out more about
this ‘Princeton University’ — and you won’t believe what
we found!”. Then, they conclude: “This trend suggests
that Princeton will have only half its current enrollment
by 2018, and by 2021 it will have no students at all,
agreeing with the previous graph of scholarly

1 ‘BuzzWord-Complete: the model is (i) Open-Source, (ii) Cross-Platform; (iii) highly
parallel; (iv) able to execute on CPUs and/or GPUs; (v) it can be run on the ‘cloud’;
etc.
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scholarliness. Based on our robust scientific analysis,
future generations will only be able to imagine this
now-rubble institution that once walked this earth”.

Whilst this brouhaha reminds one of the dangers of extrapolation,
our third paper will revisit the prospects of our esteemed colleagues
in Facebook. Lying at the intersection of Marketing, Diffusion of
Technological Innovation, and modeling, the Bass model of diffusion
of innovation will be extended, in order to account for users who,
after adopting the innovation for a while, decide to reject it later on
(possibly bringing down the number of active users—something
impossible in Bass’ original model). Four alternative mathematical
models are presented and discussed with the Facebook’s users
dataset.

1.4 the fine print. . .

Before embarking on the technical topics, small qualifications must
be asked from my readers. First, as stated above, though these
problems have immense and urgent importance to the fields of
study in business, the language in which we will approach them and
discuss them most naturally will be that of mathematics and
computer science. There will not be surveys, interviews,
questionnaires, or such methods typically used in the social sciences:
This is basically a work of modeling.

A second and final qualification: It is my hope that readers of this
thesis will accept the format of self-contained studies, as just as valid
as a monograph on a particular topic. With these qualifications, we
are ready to venture into the world of computational management
science.
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Once I understood the logic behind change addresses...
ripemd160(SHA256(pubkey))... the inneficiency...

the wasted space; the wasted energy... something clicked.

This is military-grade cryptography and full-blown paranoia.

Other than that, it’s a get-rich-quick-scheme
that looks exactly like a get-rich-quick-scheme.

— Alexandre Linhares, EBAPE/FGV

We are watching History being made.
Or History being repeated.

— David Collum, Cornell University, 2013

The primary problem for creating digital money is how to prevent
double spending. As the money is digital, and copies can be made
ad nauseam, what can prevent counterfeiting? What would prevent
users from sending copies of the same money to two (or more)
people? That is precisely the problem solved by Bitcoin and its
underlying Blockchain technology. The current solution behind fiat
money is having a single issuer, a central bank — then trusting the
financial institutions and regulators.

The concept of transferring money using cryptography as an
underlying technology was shortly presented in 1983 by Chaum [42]
and was deepened in a theoretical paper in 1985 [43]. However, it
was only in 1988 that Chaum et al. [44] created the term electronic
cash and also proposed a basic and practical scheme which yielded
untraceability yet allowed to trace double spendings.

According to Barber et al. [11], despite the 30-year literature on
e-cash, most of the proposed schemes requires a central authority
which controls the currency issuance and prevents double spending
[35, 36, 42, 153]. Some papers even propose solutions in a similar
trajectory to Bitcoin, such as hash chain [202] and preventing double
spending using peer-to-peer networks [91, 154]. The no central point
of trust and predictable money supply together with a clever solution

15
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to the double-spending problem is what separates Bitcoin from the
previous e-cash philosophies.

Bitcoin (BTC) is a digital currency, also known as digital money,
internet money, and cryptocurrency. It is the first currency based on
cryptography techniques which are distributed, decentralized, and
with no central bank.

Bitcoin is a computer network in which nodes act like clerks
performing clearing. A transaction clearing consists of ensuring that
the transaction is settled according to the rules. In order to do that,
every node stores a copy of Bitcoin’s ledger, which records both all
transactions and users’ balance. When new transactions are added to
the ledger, the balances are updated. It is said that Bitcoin is
distributed because its ledger is public and is stored in thousands of
computers. Even though the ledger is public, balances are
anonymous, and no one knows who owns which funds1. If an
attacker tries to change anything, the remaining of the network is
able to detect it and ignore the change.

Bitcoin is considered decentralized because there is no authority (or
government) who decides its future. Every decision must be accepted
by its community, and no one can enforce their will. Every change
proposal must be submitted to the community who will discuss the
matter and come to a verdict. If the majority of Bitcoin’s community
agrees on a decision, they just have to update their clearing process
accordingly, and the changes are applied.

The security of Bitcoin relies on digital signature technology and
network agreement. While digital signature ensures ownership, i.e.,
the funds may only be spent by their owners, and nobody else; the
network agreement both prevents double spending and ensures that
all processed transactions have sufficient funds. In short, every
transaction must spend only unspent funds, must have enough
funds available, and must be signed by its owners, authorizing its
execution. Only when all these requirements are met, the funds are
transferred.

Bitcoin provides interesting incentives to all players (users and
miners). On the one hand, users may have incentives to use Bitcoin
because (i) the fees are small and do not depend on the amount
being transferred — but only in the size (in bytes) of the transaction
—; (ii) the transfers will be confirmed in a well-known period; (iii) it
is not possible to revert an already confirmed transfer, not even with
a judicial order; and (iv) and the currency issuance rate is
well-known and preset in Bitcoin’s rules, which makes Bitcoin’s
supply predictable and trustworthy, different from fiat currencies
which depends on decisions of their central banks — i.e., it would be

1 There are some techniques which may de-anonymize transactions in specific situa-
tions, even when users are using Tor network. For further information, see Biryukov
et al. [18], Jawaheri et al. [98], ShenTu and Yu [175].
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virtually impossible to face a hyper inflation in Bitcoin due to
currency issuance. On the other hand, miners have incentive to mine
Bitcoin because new Bitcoins are found every ten minutes, and they
may also collect the fees of unconfirmed transactions. It is important
to highlight that anyone can become a miner, and there is no entry
cost besides the mining equipment. These incentives have kept the
Bitcoin network up and running since 2009 with barely any
interruptions (99.99% uptime). For further information about
incentives, see Catalini and Gans [38], Ma et al. [133].

Since 2009, Bitcoin has been growing and becoming more and
more used all around the world. It started as an experiment based
on a seminal work by Nakamoto [145] and expanded to the most
important and successful cryptocurrency with a highly volatile $192

billion market capitalization, as of this writing [51]. There are
hundreds of companies investing in different uses of the technology,
from exchanges to debit cards, and billions of dollars being invested
in the new markets based on Bitcoin’s technology.

Despite Bitcoin’s huge success, there are still many challenges to
be overcome. We will focus on the following challenges: scaling,
spamming, and centralization. One important challenge that we will
skip is to reduce the size of the ledger (or blockchain), which today
is around 125GB and is growing at a rate of 4.5GB per month [22].

The network must scale to support hundreds of transactions per
second, while its capacity is around only eight transactions per
second. Thus, the more Bitcoin becomes popular, the more saturated
the network is. Network saturation has many side effects and may
affect the players’ incentive to keep the network running. The
transaction fees have to be increased to compete for faster
confirmation. The pool of unconfirmed transactions grows
indefinitely, which may cause some transactions to be discarded due
to low memory space available, as the previously predictable
confirmation time of transactions becomes unpredictable.

The scaling problem is not precisely an issue of Bitcoin, but an
issue of the Blockchain technology. Hence, all other Blockchain-based
cryptocurrencies have the same limitations, such as Litecoin, Bitcoin
Cash, and Ethereum. One may argue that increasing the maximum
block size is a feasible solution to scaling, but I would say that it
is just a temporary solution which buys some time until the next
network saturation.

Bitcoin seems to have the most decentralized network among the
cryptocurrencies, even so, there are few miners and mining pools
which together control over 50% of the network’s computing
(hash)power (for details, see Gencer et al. [83]). Hence, they have an
oversized influence when it comes to changes in the Bitcoin
protocol’s behavior. They may also cooperate in an attack, voiding
transactions which seemed confirmed. The more decentralized, the
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more trustworthy Bitcoin is. This centralization problem is seen as
an important challenge.

Generating new transactions in Bitcoin has a tiny computational
cost because one only has to generate the transaction itself, digitally
sign it, and propagate it in the Bitcoin network. On the one hand, it
means that any device is capable of generating new transactions, but,
on the other hand, it makes Bitcoin susceptible to spam attacks. One
may generate hundreds of thousands of new valid transactions,
overloading the unconfirmed transactions pool and saturating the
network. This spam problem has happened several times and affects
Bitcoin’s trustworthy. Parker [157] reports a possible spam attack
lasting at least contiguous 18 months.

The number of ideas and publications focusing on improving
Bitcoin’s design and overcoming those challenges is increasing every
day. Many of these proposals are organized into BIPs (Bitcoin
Improvement Proposals) which are discussed and implemented by
the community; while others come in the form of whitepapers and
alternative software forks (which would include the need of a
protocol upgrade). Other proposals are published in blogs and
forums, describing new cryptocurrencies. Bitcoin’s community
hardly ever publishes their ideas in academic journals, preferring
instead, of BIPs, white papers, and web discussions.

After the launch of Bitcoin, more than 1,000 other cryptocurrencies
have been created [50]. In general, they are Bitcoin-like, which
means they use similar technologies, including the blockchain. Some
cryptocurrencies differs a lot from Bitcoin, like the ones which use
the Directed Acyclic Graph (DAG) model [65, 124, 125, 161, 185, 194].
We are especially interested in one of them: Iota.

Iota uses a DAG model, called tangle, which has a different design
than Bitcoin’s blockchain. It has neither mining nor confirmation
blocks and transaction fees. Each transaction has its own
proof-of-work2 and is used to confirm other transactions, forming a
directed acyclic graph of transactions. Thus, a transaction is said to
be confirmed when there is enough proof-of-work from the
transactions confirming it directly or indirectly. There is no other
way to confirm transactions but generating new transactions.

In Iota, as transactions confirm transactions, the network benefits
from a high volume of new transactions. Therefore, theoretically, it
scales to any large number of transactions per second. The scaling
problem of tangle is exactly the opposite of Bitcoin’s: it must have at
least a given number of transaction per seconds; otherwise, the
transactions are not confirmed, and the cryptocurrency does not
work. While Iota’s network has not reached this minimum number

2 The mechanism that assures the immutability is the proof-of-work, which makes it
computationally infeasible to tamper with transactions. It will be explained later in
details.
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of transactions per second, it uses a central coordinator which works
as a trustworthy node [189].

Every transaction confirmed by the central coordinator is assumed
to be valid and cannot be reverted. The remaining of the network
can verify a confirmation through the central coordinator’s digital
signature. The coordinator will not be necessary anymore when the
number of transactions per second reaches a minimum value, but
Iota’s developers cannot say precisely what is this minimum value.
This just elucidates that the tangle does not seem to work properly
under a low volume of transactions (and fluctuations in the number
of transactions per second may severely affect Iota’s trustworthiness).

The present work intends to propose and analyze a new architec-
ture, named Hathor, which lies between Bitcoin and Iota and may be
a viable solution to both scaling, centralization, and spam problems.
We also present a mathematical analysis of Bitcoin’s architecture.





3
B I T C O I N & B L O C K C H A I N

In Nakamoto’s (2009) seminal paper, there is no distinction between
bitcoin and blockchain. They are just one thing which solves an
important theoretical problem: how to create a distributed and
decentralized digital form of hard money on the internet, in which
all users can agree as to whom is entitled to which funds.

But, in practice, it is interesting to separate these concepts. Bitcoin
uses the blockchain technology to create a distributed ledger, while
the blockchain is a technology which allows information to be stored
in an immutable and distributed way.

The blockchain technology works through the creation of new
blocks. Each new block confirms that all previous blocks are valid
and have not been tampered with. The mechanism that assures the
immutability is the proof-of-work, which makes it computationally
infeasible to tamper with previous transaction records without
having to recalculate all the previous proof-of-works faster than all
of the remaining machines of the network. The network agrees that
work should be done in the block at the longest chain in the
blockchain.

The proof-of-work is a mathematical problem with the following
characteristics: (i) it is hard to find a solution; (ii) this hardness level
may be adjusted; and (iii) it is fast to check whether the proposed
solution is correct.

Bitcoin’s blockchain uses the mathematical problem of finding a
random number which, after being applied to the hash function
SHA-256 twice, results in a number smaller than a given threshold
A. As SHA-256 is a pseudo-random function, its output is uniformly
distributed between 0 and 2256 − 1 [84]. Thus, if the given number is
A = 2255, one has probability 50% of finding a solution (just the
most significant bit of the hash needs to be zero). But if the given
number is A = 2240, one has probability 0.0015% of finding a
solution (as the 16 most significant bits of the hash must equal zero).
Hence, finding a solution is a hard problem which difficulty
depends on the given number A. The lesser the given threshold A,
the higher the difficulty. On the other hand, checking whether a
solution is correct is fast since one just has to apply the SHA-256

twice and compare.
When miners are finding a solution to a new block, they are mining

or working in the new block. A block is found when a solution to
the proof-of-work is found. When a new block is found, it indirectly
confirms all the previous blocks in the chain and their transactions.
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It may happen that two miners find two different blocks in a small
interval of time. In this case, miners will propagate their blocks and
part of the network will choose one of them as the next block,
whereas the other part of the network will choose the other one. This
phenomenon is called a fork. Thus, when the next block is found,
one of those blocks will be confirmed, and the other will be ignored
and referred to as an orphan block. As blocks confirm transactions,
all the transactions in the orphan block which have not been
confirmed by another block will return to the unconfirmed
transaction pool. Hence, it is not safe to accept a transaction when it
is confirmed by only one block. It is the idea behind the rule of
thumb of waiting for at least six confirmations before accepting a
transaction.

By design, Bitcoin’s blockchain proof-of-work difficulty is
dynamically adjusted every 2016 blocks to keep an average pace of
10 minutes between block creation. Thus, the goal is to adjust the
difficulty every 14 days. If it takes less than 14 days to find 2016

blocks, that means the network’s hash power has increased; thus the
difficulty is increased. If it takes more than 14 days to find 2016

blocks, it means the network’s hash power has decreased; thus the
difficulty is decreased.

Newly propagated blocks are validated by the Bitcoin’s network.
If the solution of the proof-of-work is incorrect or if any transaction
included in the block has any issue, then the block is discarded. In
order to work properly, the whole network must agree in what is
allowed and what is not. Should one think that something should be
allowed and accept it in their blocks, the remaining of the network
will discard their newly propagated blocks. That is why Bitcoin’s
network is distributed and decentralized. Everything depends on the
agreement of the network, or, precisely, the agreement of the owners
of at least 50% of the hash power. Even if the remaining 49%
disagrees, the 50% or more who agree will generate, on average,
more blocks than the remaining of the network and their rules will
prevail on the longest chain. If a disagreement between miners’ rules
happens, that is referred as either a hard-fork or a soft-fork (in
general, a hard-fork relaxes the constraints, while the latter hardens
them).

A practical example of a network disagreement is the increase of
the block size. No group with more than 50% of the network’s hash
power agreed into increasing the maximum block size to increase the
number of transactions confirmed by a block and thus increasing the
network’s capacity. Hence, the capacity remains the same, and the
community has been discussing the issue in search of a consensus.
For further details of the discussion, see Wiki [198].

Bitcoin uses the blockchain technology to create a distributed
ledger. It allows every new block to generate new bitcoins and also
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to collect the fees from the confirmed transactions within the block.
Bitcoin’s transactions have two main parts: (i) inputs, and (ii)
outputs. Each transaction sends bitcoins from one or more input
addresses to one or more output addresses. In order to prove that
one is the owner of the input bitcoins, one must digitally sign the
transaction proving such ownership.

The digital signature scheme used by Bitcoin is based on a pair of
private and public keys. The private key is used to sign the
transaction, while the public key is used to check whether the
signature is valid. Thus, the owner of some Bitcoin funds is, in fact,
the owner of a pair of private and public keys. The private key must
never be publicly published, as whoever has access to the private
key is able to spend its funds. In other words, in order to protect
their funds, the owners must protect the private key. If one loses
their private key, unfortunately, access to their funds will be lost
forever. The public key may be used to a proof-of-ownership, i.e.,
one may publish the public key with some message digitally signed
by the private key, proving that he/she is the owner of the funds.

Bitcoins (BTCs) owned by someone are, in fact, unspent outputs in
one or more transactions. For instance, one may have 6 BTCs spread
between three transactions’ unspent output: the first with 1 BTC, the
second with 2 BTCs, and the third with 3 BTCs.

In a transaction, the inputs are pointers to other transactions’
outputs (which they are spending). A transaction output may only
be spent once and thus may not be partially spent. For instance,
when one has 3 BTCs in one transaction output and would like to
send 1 BTC to a friend, they have to create a transaction with one
input spending the 3 BTCs and two outputs, one for the friend with
1 BTC and one’s change with 2 BTCs.

Each transaction’s output has a script that is executed by the miners
to check whether one has or has not permission to spend that output.
In other words, whether one has the ownership of that output. In
order to execute these scripts, the miners also need some data. This
data is given by the transaction which is spending the output.

The output’s scripts usually checks whether the public key is valid
and whether the digital signature was signed by the private key asso-
ciated to that public key. Although there are only 3 commonly used
scripts, one may create a custom script using the Bitcoin’s script lan-
guage 1.

The input contains the data which prove that the sender is the
owner of the referred outputs, i.e., the input which must be accepted
by the output scripts being spent. Usually, each input has the public
key of the sender and a digital signature.

1 Your courageous author once tried to make a transaction with custom script to try to
double spend a deposit to an exchange, only to learn through this intrepid adventure
that Bitcoin allows only 3 script patterns and the others are treated as invalid.
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Those users accustomed to block explorers may have been misled
by the transaction information that these websites provide. For
example, suppose a miner receives a transaction with “one input
from address A1”. This “one input” actually consists of a pointer to
a previous unspent output (i.e., there is no “input” address, as is
displayed, but only a pointer). This pointer reference allows lookup
to be executed in O(1) time.

After lookup, the miner knows how many BTC tokens are
available at that unspent output. But, in order to certify ownership
of that output, the miner receives instructions in the form of a script
with the rules that lead to the desired unspent output address (and
this one is displayed as the input address by those websites).
Because this process requires a digital signature, only the holder of
the corresponding private key is able to sign such transaction.

Next, we will describe the dynamics of Iota and its underlying
technology Tangle. Its major difference from Bitcoin is that it has
neither miners nor blocks.



4
I O TA & TA N G L E

Iota’s underlying technology is Tangle, which has DAG-based
architecture with a whole different approach to confirmations. It
proposes that there is no need for a block to confirm transactions, as
transactions can confirm themselves. Here, each transaction has its
own proof-of-work, named weight, and they must confirm two other
previous transactions. In this sense, instead of a chain of blocks, the
transactions and their confirmations form a directed and acyclic
graph (DAG), as in Fig. 2.

Like Blockchain, Tangle is another technology to store immutable
data and may be the underlying technology to different applications,
such as cryptocurrencies, digital contracts (Ethereum-like), digital no-
taries, and so forth.

Transactions may be either confirmed or unconfirmed. The
confirmed transactions have been already confirmed by at least one
more transaction. It does not mean they are already irreversible and
protected against a double spend attack — it just means at least one
transaction has done some work to confirm it. The unconfirmed
transactions are called tips and they are eager to be confirmed.
Usually a new transaction selects two tips to confirm, but this rule
may not be followed.

Different from Bitcoin, transactions does not have scripts to check
whether one may spend the tokens. Instead, it uses a fixed
Winternitz hash-based digital signature [67], i.e., whoever correctly
signs the transaction may tranfer the tokens. It also supports
multi-signature scheme (see [171]). Not allowing scripts is a
disadvantage when compared to Bitcoin because future applications
are limited and changing it would require a major modification in
transaction format.

At the beginning, the digital signature algorithm relied on the
Curl hash function, which is a ternary hash function designed by
Iota’s developers. This hash function was replaced by the Kerl hash
function after [89] has found a critical vulnerability which enabled
practical signature forgery attacks. The Kerl hash function is a
variation of SHA-3 also designed by Iota’s developers [69]. Like the
Curl hash function, Kerl has not been deeply studied by
cryptography researchers and may have critical vulnerabilities.

Iota’s tokens are pre-mined, which means they have been issued
in the genesis transaction and no more tokens will ever be issued.
This means that there are no miners in Iota’s network and only the
users keep the network alive through their new transactions. This

25
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may lead to some incentive issues, because, on the one hand, users
would need to keep transferring tokens to keep the network alive,
while, on the other hand, users would need to believe that Iota is a
good choice to keep using it. As users perception of quality is
significantly affected by “price and congestion”, the empty-restaurant
syndrome may keep new users away, making it even harder to reach
the minimum required to work properly [58]. Even if the minimum
has been reached, if the number of transactions per second plummet,
the time to confirm the most recent transactions will increase
significantly. This possibly poses a serious risk to the network
stability and users’ trustworthy.

As there are no miners, there are also no fees, which is a major
incentive to newcomers. Tokens may be freely transfered without
any loses, even for tiny amounts, enabling micropayments. For
example, online workers paid per hour may receive their payments
every hour, reducing the default risk. This allows untrusted parties
to work together reducing the risk for both. The contractor always
wants to pay in the end, while the workers always wants to get paid
in the beginning.

The Internet-Of-Things (IoT) technologies, which is a network of
smart devices that are connected to the internet and exchange data,
also benefits from not having fees. Imagine your refrigerator doing
your groceries and automatically paying using your Iota tokens, or
your electric car automatically paying for recharge. In both situations,
transactions with no fees are interesting because these devices can
freely make many microtransactions without any loss. For further
information, see [73].

Theoretically, Iota’s network benefits from high volume of
transactions. The more transactions are coming, the faster previous
transactions are confirmed. This is a major feature of Tangle which
contrasts with Bitcoin’s difficulty to scale. On the other hand, low
volume of transactions is a primary problem for Iota, since it would
take too long to confirm previous transactions. As it is a known
problem, Iota has created a central coordinator which works as a
trustworthy node, clearing transactions. In other words, every
transaction directly or indirectly confirmed by the central
coordinator is assumed to be cleared. Iota’s developers claims that
the coordinator will be turned off when the network outgrows a
minimum (unknown) size.

An important factor of Iota is how the new transactions choose
which transactions they will confirm. There are several possible
approaches, such as randomly selecting two of the unconfirmed
transactions (tips). In Fig 2, the reader may have noticed that
transaction 8 will confirm transaction 4, which has already been
confirmed by transaction 7. It may be on purpose, or maybe
transaction 4 was unconfirmed when it was chosen, but it got
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confirmed during the calculation of the proof-of-work or the
network propagation of the transaction. The selection algorithm
seems to be important to protect the network against double spend
attacks. For further information, see [161].

1

genesis
2

3

5

8

4

7

6

9

10

Figure 2: White nodes represent transactions that have been confirmed at
least once. Green circles represent unconfirmed transactions (tips).
Gray and dashed nodes are the transactions currently solving the
proof-of-work in order to be propagated.

Transactions have an accumulated weight which may be
interpreted as how hard it is to rollback a transaction. It is analogous
to the number of confirmations of a block in Bitcoin. The higher the
accumulated weight, the safer the transaction. Let A be a transaction,
its accumulated weight is the sum of all weights of the transactions
which confirm A, including A itself, i.e., wA +

∑
A PwP. For

example, in Figure 2, the accumulated weight of transaction 3 is the
sum of the weights of the transactions 3, 5, 6, 7, and 8.

The score of a transaction is a measure of how much
proof-of-work has been done before the transaction has been created.
As the heighest score of the network increases over time, comparing
a transaction’s score with the highest score of the network indicates
the “age” of the transaction. The score of a transaction A is the sum
of all weights of the transactions which are being confirmed by A,
including A itself, i.e., wA +

∑
P AwP. For example, in Fig. 2, the

score of transaction 3 is the sum of the weights of the transactions 1,
2, and 3.

Another measure of the “age” of a transaction is its height. The
height of a transaction A is the length of the longest path from
transaction A to the genesis transaction. For example, in Fig. 2, the
height of transaction 5 is four (5→ 3→ 2→ 1→ genesis). The lower
the height, the older the transaction.

The depth of a transaction A is a measure of the youth of the
transaction. It is the length of the longest path in the inverted graph
from transaction A to any unconfirmed transaction (tip). For
example, in Fig. 2, the depth of transaction 2 is three
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(2→ 3→ 5→ 8). It is the opposite of the height. The lower the depth,
the younger the transaction. When a new transaction is confirming
two transactions with high depth, it is referred to as lazy transaction.

The higher the volume of new transactions, the more unconfirmed
transactions will appear. In Fig. 3, the reader can notice that the
number of new transactions was increased for a while, and then
decreased back to the original value. The Iota has behaved well
when exposed to a high load scenario, since it reduced the number
of tips to only three after the high demand has ceased. It is like a
moving swarm which gets wider when the number of new
transactions increases and gets thinner when the number of new
transactions decreases.
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Figure 3: Suddenly the number of transactions per second increases and the
width of the swarm grows. After a while, the number of transac-
tions per second decreases and the width of the swarm shrinks.

Conflicting transactions may happen when two or more
transactions try to spend the same tokens — or, in the Bitcoin’s
transaction format, try to spend the same output. In this case, the
network must choose which of the transactions will be accepted and
the other one will be invalidated, even when both have already been
confirmed. In fact, when one transaction is invalidated, the whole
sub-DAG which confirms it is also invalidated. In this case, it may
happen to reverse some transactions.

Intuitively, when there is a conflict, the network should accept the
transaction which has greater accumulated weight, invalidating the
others (see Fig. 4). But it may be not enough to prevent some attacks
like the nuclear submarine attack.
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Figure 4: The red nodes are transactions which had some conflict with pre-
vious transaction and were invalidated by the network. Notice that
none of them have been confirmed.
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The nuclear submarine attack, also known as the parasite chain
attack, is when the attacker generates a separate DAG (or a side
DAG), with many transactions and a lot of proof-of-work. This side
DAG is off the network, i.e., its transactions have not been
propagated. Then, at a convenient moment, the attacker suddenly
propagates these transactions. The whole network needs to decide
how to handle these transactions.

If the transactions have no conflict with any transaction of the main
DAG, i.e., there is no transaction spending the same tokens, then it
is easy to handle the transactions. But, as it is an attack, there will be
some conflicts, and it is not easy to choose which transaction should
be invalidated. As the attacker has been generating a separate DAG,
the conflicting transaction may have an accumulated weight similar
or greater than the transaction which is already in the main DAG.
Hence, using only the accumulated weight may not be enough to
prevent this attack.

For example, the attackers generate (and do not propagate) a
transaction that transfers all their funds to another address. Then,
they start to generate many new transactions which confirm
themselves and even confirm some of the transactions in the main
DAG, but none of these transactions are also propagated to the
network. Afterward, the attacker buys something in the real world,
pays with cryptocurrency, and wait until the payment gets the
accumulated weight demanded by the merchant. Finally, the
attacker suddenly propagates all the transactions to the network in a
small window of time. If the criteria is to validate the transaction
with higher accumulated weight, the network will accept the
attackers’ original transaction instead of the one used to pay the
merchant. Hence, the merchant transaction is invalidated, and the
double spend attack has succeeded.

By default, Iota uses the Markov Chain Monte Carlo (MCMC) al-
gorithm to select the two tips. For further information about attacks
and strategies to prevent them, including the MCMC algorithm, see
[161].

Next, I will do a mathematical analysis of Bitcoin in order to
better understand its minings properties, how a fork would affect
the network and its security against attackers. It is not necessary to
do a mathematical analysis of Iota, because it has already been done
in Popov and Labs [161].





5
A N A LY S I S O F B I T C O I N

The primary objective of this chapter is to increase the understanding
of Bitcoin through mathematical tools.

5.1 hash function

Hash functions has been widely studied in computer science. In short,
a hash function h : {0, 1}∞ → {0, 1}n has the following properties:

1. x = y⇒ h(x) = h(y)

2. h(x) ∼ U(0, 2n − 1), where U is the uniform distribution, i.e.,
∀a ∈ [0, 2n − 1], P(h(x) = a) = 1

2n

In other words, when two inputs are the same, they have the same
output. But, when the inputs are different, their outputs are
uniformly distributed. Clearly, the hash functions are surjective but
not injective. They are not injective because the image of h has only
2n elements and the domain has infinite elements. When x 6= y and
h(x) = h(y), we say that x and y are a collision. A hash function is
considered to be safe when it is unknown how to quickly find a
collision of a given hash, i.e., one has to check all possible values
until the correct one is found (known as the brute-force attack).

Bitcoin uses two hash functions: HASH-160 and HASH-256. The
first has n = 160 and consists of the composition of SHA-256 and
RIPEMD-160. The latter has n = 256 and applies SHA-256 twice. The
first is used in transactions’ scripts and the latter in the mining
algorithm. For both hash functions, it is infeasible to run a
brute-force attack because it would demand, on average, either 2160

or 2256 trials, and those would take a tremendous amount of time
even for the fastest known processors.

For further information about hash functions, see Dobbertin et al.
[66], Gilbert and Handschuh [84].

5.2 mining one block

Let B be the set of Bitcoin blocks and h : B→ {0, 1}256 be the Bitcoin
HASH-256 function. The mining process consists of finding x ∈ B

such as h(x) < A, where A is a given threshold. The smaller the A,
the harder to find a new block. In fact, P(h(x) < A) = A

2256
.

Hence, in order to find a new block, one must try different inputs
(x1, x2, . . . , xk) until they find a solution, i.e., all attempts will fail

31
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(h(xi) > A for i < k) but the last (h(xk) < A). The probability of
finding a solution exactly in the kth attempt follows a geometric
distribution. Let X be the number of attempts until a success, then
P(X = k) = (1 − p)k−1p, where p = A

2256
. Also, we have

P(X 6 k) = 1 − (1 − p)k. The average number of attempts is
E(X) = 1/p and the variance is V(X) = 1−p

p2
.

In the Bitcoin protocol, the given number A is adjusted so that
the network would find a new a block every 10 minutes, on average.
Suppose that the Bitcoin network is able to calculate H hashes per
second — H is the total hash rate of the network. The time required
to find a solution would be T = X/H, and E(T) = E(X)/H would
be the average number of seconds to find a new block. So, the rule
of finding a new block every 10 minutes (η = 600 seconds) — on
average — leads to the following equation: E(T) = η = 600. So, E(T) =
E(X)/H = 1

pH = η = 600 ⇒ p = 1
ηH . Finally, E(X) = ηH, E(T) = η,

V(X) = (ηH)2 − ηH, and V(T) = η2 − η/H.
The cumulative distribution function (CDF) of T is P(T 6 t) =

P(X/H 6 t) = P(X 6 tH) = 1− (1− p)tH = 1−
(
1− 1

ηH

)tH
. But, as

the Bitcoin network hash rate is really large, we may approximate the
CDF of T by limH→∞ P(T 6 t) = 1− e−

t
η , which is equal to the CDF

of the exponential distribution with parameter λ = 1
η .

Theorem 1. When H → +∞, the time between blocks follows an
exponential distribution with parameter λ = 1

η , i.e.,

limH→+∞ P(T 6 t) = 1− e−
t
η .

Proof.

P(T 6 t) = 1− (1− p)tH

= 1−

(
1−

1

ηH

)tH
Replacing u = ηH,

lim
H→+∞ P(T 6 t) = lim

u→+∞ 1−
(
1−

1

u

) tu
η

= lim
u→+∞ 1−

[(
1−

1

u

)u] tη
= 1− (1/e)

t
η

= 1− e−
t
η

Now, we would like to understand from which value of H it is
reasonable to assume that T follows an exponential distribution.

Theorem 2. x > M⇒ |(1+ 1/x)x − e| < e/M.
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Proof. Let’s use the classical inequality x
1+x < log(1+ x) < x for x >

−1. So, 1/x
1+1/x < log(1 + x) < 1/x. Simplifying, 1/x

1+1/x = 1/(1 + x).
Thus, 1/(1+ x) < log(1+ 1/x) < 1/x⇒ x/(1+ x) < x log(1+ 1/x) < 1.

As log(1+ 1
M) > 0 and 1 < 1+ log(1+ 1

M).
x > M ⇒ 1/x < 1/M ⇒ 1 + 1/x < 1 + 1/M ⇒ 1/(1 + 1/x) >

1/(1+ 1/M)⇒ x/(1+ x) > M/(1+M).
Again, log(1 + x) < x ⇒ log(1 − 1/M) < −1/M ⇒ 1 + log(1 −

1/M) < (M− 1)/M < M/(1+M), since (x− 1)/x < x/(x+ 1).
Hence, 1+ log(1− 1/M) < M/(1+M) < x/(1+ x) < x log(1+ 1/x),

and x log(1+ 1/x) < 1 < 1+ log(1+ 1
M).

Finally,

1+ log(1− 1/M) < x log(1+ 1/x) < 1+ log(1+
1

M
)

e1+log(1−1/M) < ex log(1+1/x) < e1+log(1+ 1
M )

e · elog(1−1/M) < elog((1+1/x)x) < e · elog(1+ 1
M )

e(1− 1/M) < (1+ 1/x)x < e(1+
1

M
)

e− e/M < (1+ 1/x)x < e+ e/M

−e/M < (1+ 1/x)x − e < e/M

Therefore, |(1+ 1/x)x − e| < e/M.

We may consider H big enough to say that T follows an exponential
distribution when e/H < ε, where ε is the maximum approximation
error. When ε = 10−6 ⇒ H > e · 106. So, when H > 2.6Mh/s, our
approximation is good enough.

The symmetrical confidence interval with level α would be [t0, t1],
where P(t0 < T < t1) = 1−α, P(T < t0) = α/2, and P(T > t1) = α/2.
These conditions give the following equations: 1− e−t0/η = α/2, and
e−t1/η = α/2. Solving these equations, we have t0 = −η ln (1−α/2),
and t1 = −η ln (α/2).

For instance, if α = 10%, then t0 = 30.77 and t1 = 1797.44 (or
[0.51, 30.76] in minutes). Thus, 90% of the time the intervals between
blocks are between 30 seconds and 30 minutes, with average of 10

minutes.
The fact that the time between blocks follows an exponential

distribution with λ = 1/η = pH may be used to estimate the total
network’s hash rate (or a miner’s hash rate). For further information,
see [155].

5.3 mining several blocks

Let T1, T2, T3, . . . , Tn be the time to find the first block (T1), then the
time to find the second block (T2), and so on. Let’s analyze the dis-
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tribution of Yn =
∑n
i=1 Ti which is the total time to find the next n

blocks. As Yn is the sum of random variables which follow an expo-
nential distribution with same λ = 1

η , then Yn ∼ Erlang(n, 1η). Thus,

the CDF of Y would be P(Yn < t) = 1−
∑n−1
k=0

1
k!e

−λt(λt)k.
Many exchanges require at least six confirmations in order to

accept a deposit in Bitcoin. So, for n = 6,
P(Y6 < 1 hour) = P(Y6 < 3600) = 0.5543, i.e., only 55% of the
deposits will be accepted in one hour. The symmetrical confidence
interval with α = 10% is [27, 105] in minutes. Thus, 90% of the times,
it will take between 27 minutes and 1 hour and 45 minutes to have
your deposit accepted — assuming that your transaction will be
confirmed in the very next block. The pdf of Y6 is shown in Figure 5,
in which the 10% symmetrical confidence interval is shown in the
white area. The average total time of six confirmations is
E(Y6) = 6 · 600 = 3600 = 60 minutes.

Figure 5: Probability density function of Y6, i.e., probability of finding 6

blocks after time t. The shaded areas shows the lower 5% and
upper 5% of the pdf.

5.4 mining for a miner

Let’s analyze the probability of finding a new block for a miner who
has α percent of the network’s total hash rate. Let Tα = X

αH be the
time required for the miner to find a new block. As Tα =

(
1
α

)
T , when

H → +∞, Tα also follows an exponential with parameter λα = α
η .

Hence, we confirm the intuition that the miner with α percent of the
network’s total hash power will find α percent of the blocks.

Theorem 3. When the miner with α percent of the network’s total hash rate
is part of the mining network, P(next block is from Tα) = α.
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Proof.

P(next block is from Tα) = P (Tα = min{Tα, T1−α})

=
λα

λα + λ1−α

=
α/η

α/η+ (1−α)/η

=
α

α+ 1−α

= α.

Theorem 4. When one miner with α percent of the network’s total hash
rate multiplies their hash rate by m, the probability of this miner find the
next block is multiplied by m

mα+1−α .

Proof. When miners increase their hash rate, they also increase the
network’s total hash rate. Let H be the network’s hash rate before
the increase. Thus, the network’s total hash rate after the increase is
H+ (m− 1)αH = (1−α+mα)H. So,

P(next block is from Tmα) = P (Tmα = min{Tmα, T1−α})

=
λmα

λmα + λ1−α

=
mα/η

mα/η+ (1−α)/η

=
mα

mα+ 1−α

= α

(
m

mα+ 1−α

)
.

Corollary. If one miner has a really tiny percent of the network’s total hash
rate, then multiplying their hash rate by m approximately multiplies their
probability of finding the next block by m.

Proof.

lim
α→0

P(next block is from Tmα) = lim
α→0

m

mα+ 1−α
= m.

That way, it is not exactly correct to say that when one doubles
their hash rate, their probability will double as well. It is only true for
small miners.
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5.5 orphan blocks

An orphan block would be created if a new block is found during the
propagation time of a new block. Let α be the percentage of the total
hash rate of the node which is outdated, and ∆t the propagation time
in seconds. Thus, P(new orphan) = P(T < ∆t) = 1− e−

α∆t
η .

Bitcoin peer-to-peer network is a gossip network, where miners
are semi-randomly connected to each other, and each miner sends
all information it receives to all its peers. According to Decker and
Wattenhofer [59], the average time for a new block propagate over
the network is 12.6 seconds, while the 95% percentile is 40 seconds,
which indicates a long-tail distribution. BitcoinStats [19] has
measured the propagation time between 2013 and 2017. During 2017,
the worst daily 90% percentile was 21 seconds. Notice that both
results may not be contradictory because the Bitcoin network is
continuously evolving.

For instance, if a node has 10% of the total hash rate and it takes 30

seconds to receive the update, then P(new orphan) = 1− e−
0.1·30
600 =

0.004987, which is almost 0.5%. I would say that a node with 10% of
the total hash rate would be well connected and it would take less
time to receive the update, so, the probability would be even smaller
than 0.5%.

Another important factor is that, as Bitcoin is open-source, miners
are free to change the gossip algorithm, which leads to the network
incentives. See Babaioff et al. [7] for an analysis of the incentives to
miners forward new blocks and transactions in the network.

For further information about gossip algorithms, see Shah et al.
[173].

5.6 analysis of network’s hash rate change

The difficulty, given by the number A, is adjusted every 2016 blocks.
As, P(13 days < Y2016 < 15 days) = P(13 · 24 · 3600 < Y2016 < 14 · 24 ·
3600) = 0.9986, it is expected that the total time to find 2016 blocks
will be between 13 and 15 days, assuming that the network’s hash
rate remains constant. If it takes less than the expected time, it means
that the network’s total hash rate has increased. While if it takes more
than the expected time, it means that the network’s total hash rate has
decreased. So, let’s analyze what happens when the network’s hash
rate changes significantly.

Let H · u(t) be the network’s total hash rate over time. So, the
number of hashes calculated in t seconds is H

∫t
0 u(t)dt. Hence,

P(T 6 t) = P(X 6 H
∫t
0 u(t)dt). When H → +∞,

P(T 6 t) = 1− e−
1
η

∫t
0u(t)dt, and the pdf of T is u(t)η · e

− 1
η

∫t
0u(t)dt.
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5.6.1 Hash rate suddenly changing

Let’s say that the network’s total hash rate has suddenly multiplied
by α. So, u(t) = α,

∫t
0 u(t)dt = αt, and T also follows an exponential

distribution, but with λ = α
η . Thus, Yαn =

∑n
i=1 T

α
i ∼ Erlang(n, αη ).

Thus, E[Yαn ] =
E[Yn]
α , i.e., the average total time required to find n

blocks will be divided by α, while V[Yαn ] =
V[Yn]
α2

and the variance
will be divided by α2. Hence, on one hand, when the network’s hash
rate increases (α > 1), the 2016 blocks will be found earlier. On the
other hand, when the network’s hash rate decreases (α < 1), the 2016

blocks will be found later.
For example, if the network’s total hash rate suddenly doubles

(α = 2), then P(6.5 days < Y2016 < 7.5 days) = 0.9986, and the time
required to find 2016 blocks halved. On the other side, if the
network’s total hash rate suddenly halves (α = 0.5), then
P(27 days < Y2016 < 29 days) = 0.9469, and the time required to find
2016 blocks doubled. It is an important conclusion, since it shows
that even if half of the network stops mining, it will only double the
time to the next difficulty adjustment, i.e., the time between blocks
will be 20 minutes for, at most, the next 29 days, at which point the
adjustment will occur and everything will be back to the normal 10

minutes between blocks.

5.6.2 Hash rate smoothly changing

Let u(t) = 1+abx
1+bx . It is an useful function because u(0) = 1 and

limt→∞ u(t) = a. The bigger the b, the faster u(t) → a. For example,
if a = 2, it means H would be smoothly doubling. If a = 0.5, it means
H would be smoothly halving.

It is easy to integrate u(t) because 1+abx1+bx = 1−a
1+bx +a, which yields∫t

0 u(x)dx = at+
1−a
b log(1+ bt). So,

FT (t) = 1− (1+ bt)
λ(a−1)
b e−λat.

fT (t) = λ

(
1+ abt

1+ bt

)
(1+ bt)

λ(a−1)
b e−λat.

Assuming that n =
λ(a−1)
b is integer, we have:

FT (t) = 1− (1+ bt)ne−λat
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Let L be the Laplace Transform. Thus,

L{FT (t)} = L{1− (1+ bt)ne−λat}

= L{1}−L{(1+ bt)ne−λat} (L is a linear operator)

=
1

s
−L{(1+ bt)ne−λat}

=
1

s
−

n∑
k=0

(
n

k

)
bkL{tke−λat}

=
1

s
−

n∑
k=0

(
n

k

)
bk

k!
(s+ λa)k+1

Hence, as L{fT (t)} = sL{FT (t)},

L{fT (t)} = 1−

n∑
k=0

(
n

k

)
sbkk!

(s+ λa)k+1

Then,

d

ds
L{fT (t)} = −

n∑
k=0

(
n

k

)
bkk!

d

ds

s

(s+ λa)k+1

= −

n∑
k=0

(
n

k

)
bkk!

[
1

(s+ aλ)k+1
−

s(k+ 1)

(s+ aλ)k+1

]
d

ds
L{fT (t)}|s=0 = −

n∑
k=0

(
n

k

)
bkk!

1

(λa)k+1

= −
1

aλ

n∑
k=0

(
n

k

)
k!
(
b

λa

)k
= −

1

aλ

n∑
k=0

n!
(n− k)!

(
b

λa

)k
= −

1

aλ

[
n!

n∑
k=0

1

(n− k)!

(
b

λa

)k]

= −
1

aλ

[
n!

n∑
k=0

1

k!

(
b

λa

)n−k]
(k→ n− k)

= −
1

aλ

[
n!
(
b

λa

)n n∑
k=0

1

k!

(
b

λa

)−k
]

= −
1

aλ

[
n!
(
b

λa

)n n∑
k=0

1

k!

(
λa

b

)k]

Finally, as E[T ] = −L{fT (t)}|s=0,

E[T ] =
1

λa

[
n!
(
b

λa

)n n∑
k=0

1

k!

(
λa

b

)k]
, where n =

λ(a− 1)

b
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Let’s check this equation for already known scenarios. When a = 1,
then n = 0 and E[T ] = 1/λ. When b → +∞, it reduces to the case
in which the hash rate is multiplied by a, which we have already
studied. In fact, b→ +∞ yields n→ 0, u(t)→ a, and E[T ] = 1

λa .

Theorem 5.

a > 1 and x > M⇒
∣∣∣∣1+ abx1+ bx

− a

∣∣∣∣ < a− 1

1+ bM

Proof. x > M ⇒ 1
1+bx <

1
1+bM . As 1− a < 0, 1−a

1+bx >
1−a
1+bM . Thus,

1−a
1+bM < 1−a

1+bx + a− a = 1+abx
1+bx − a < 0 < a−1

1+bM . Hence, − a−1
1+bM <

1+abx
1+bx − a < a−1

1+bM .

For instance, if we would like to know the impact of smoothly
double the hash rate in the next week, then the parameters would be
λ = 1/600, a = 2, M = 1 week = 3600 · 24 · 7 = 604, 800, b can be
calculated using ε = a−1

1+bM < 0.01, which yields b > 0.000163690
and n < 10.1818. So, for n = 10, then b = 0.000166666 and
ε = 0.009823 < 0.01, as expected. Finally, E[T ] = 557.65. In other
words, during the next week, the average time between blocks will
be 9 minutes and 17 seconds, instead of the normal 10 minutes. If
the hash rate had suddenly doubled, the average time between
blocks would be 5 minutes.

5.6.3 Piecewise linear model of hash rate change

Let’s analyze what would happen if the network’s hash rate is
growing linearly with angular coefficient a2, i.e., u(a,b, t) = a2t+ b.

Thus, P(T 6 t) = 1− e−
bt+a2t2/2

η .
It is well known that E(T) =

∫∞
0 1 − P(T 6 t)dt. Thus, replacing

y = a2t+b
a
√
2η

, and using the fact that
∫∞
0 e

−x2dx =
√
π
2 erf(x), we have:

E(T)|t2t1 =
∫t2
t1

exp
(
−
bt+ a2t2/2

η

)
dt

=

√
2η

a
exp

(
b2

2a2η

) ∫y2
y1

exp(−y2)dy

=

√
2η

a
exp

(
b2

2a2η

) √
π

2
[erf(y1) − erf(y2)]

=

√
2πη

2a
exp

(
b2

2a2η

)
[erf(y2) − erf(y1)] (1)

Where y1 = a2t1+b
a
√
2η

and y2 = a2t2+b
a
√
2η

.

Thus, E(T) = E(T)|∞0 . When t1 = 0 ⇒ y1 = b2

2
√
2η

and t2 → ∞ ⇒
y2 →∞⇒ erf(y2) = 1, then:

E(T) =
√
2πη

2a
exp

(
b2

2a2η

)[
1− erf

(
1

a
√
2η

)]
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5.6.4 Comparison of the models

In order to compare the hash rate change models, namely (i)
suddenly changing, (ii) smoothly changing, and (iii) linearly
changing, I have applied each of them to the same scenarios. In the
first scenario, the hashrate will double in the next week, whereas, in
the second scenario, it will halve in the next week.

In both the smoothly change model and the linear change model, I
could have calculated each model’s average time between blocks dur-
ing one week. But, it would not give us much information, because
the estimated average time between models would be increasing (or
decreasing) more and more as the days goes by. And we are really in-
terested in the average time between blocks throughout the days, and
not the average of one week.

Thus, I have analyzed a piecewise hash rate change, i.e., I have
calculated the average time between blocks for each hour throughout
the week. First, I split the whole week into 24 · 7 intervals,
(t0, t1, t2, . . . , t168), where ti = 3600i. Then, I calculated the average
for each interval (tk, tk+1). Let H0k and H1k be the initial and final
hash rate of the (tk, tk+1) interval. So, I also ensured the continuity
of the hash rate between consecutive intervals, i.e., H1k = H0k+1.

I compared both the smoothly change model and the linear change
model with the suddenly changing model. The difference between
them is negligible. Let ε be the maximum absolute error between the
models, than ε < 0.8 and ε/H < 0.2%, for all intervals. The maximum
absolute error between the linear and the suddenly changing models
can be seen in Figure 6.

Figure 6: Maximum absolute error between the linear and the suddently
change models.
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Therefore, we may conclude that it is reasonable to approximate
the average time between blocks using only the suddenly changing
model in each interval of one hour.

The average time between blocks throughout the days can be seen
in Figure 7. It was calculated using the suddenly changing model
with the hash rate changing linearly during the week.
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(b) Halving the hash rate

Figure 7: The average time between blocks when the hash rate changes over
time.

5.7 attack in the bitcoin network

There are many possible ways to attack the Bitcoin network [9, 25, 88,
114, 148]. In this section, we are interested in a particular attack: the
double spending attack.
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In the double spending attack, the attacker’s send some funds to
the victim, let’s say a merchant. They wait for k confirmations of the
transaction, and the victim delivers the good or the service to the
attacker. Then, the attacker mine enough blocks with a conflicting
transaction, double spending the funds which was sent to the victim.
If the attacker is successful, the original transaction will be erased
and the victim will be left with no funds at all. In order to be
successful, the attacker must propagate more blocks than the
network in the same period, propagating a chain longer than the
main chain. Hence, we would like to understand what the odds are
that the attacker will be successful. This attack was originally
discussed by Nakamoto [145].

In order to maximize their odds, the attacker must start to mine
the new blocks as soon as they send the funds to the victim. In this
moment, it starts to mine in the head of the blockchain, just like the
rest of the network. So, in the beginning, the attacker and the network
are in exactly the same point.

Let βH be the hash rate of the attackers, and γH be the network’s
hash rate without the attackers. Thus, when H → +∞, we already
know that Tattackers and Tnetwork follow exponential distributions with
parameters λattacker =

β
η and λnetwork = γ

η , respectively.
As [145] has done, we will also model the attack using the

Gambler’s Ruin. In this game, a gambler wins $1 at each round,
with probability p, and loses $1, with probability 1− p. The rounds
are independent. The gambler starts with $k plays continuously
until he either accumulates a target amount of $m, or loses all his
money. Let ρ = 1−p

p , then the probability of losing his fortune is:

P(losing his fortune) =

ρk−ρm

1−ρm , if ρ 6= 1,
m−k
m , if ρ = 1.

When m→ +∞,

P(losing his fortune) =

ρk, if ρ < 1,

1, if ρ > 1.

The gambler winning $1 is the same as the network finding a new
block, the gambler losing $1 is the same as the attacker finding a new
block. The initial $k is the same as the number of blocks the attacker
is behind the network. Thus, the gambler loses his fortune is the same
as the attacker successfully finds k or more blocks than the network,
i.e., losing his fortune means that the attack was successful.

In our case, p = λnetwork
λnetwork+λattacker

= γ
β+γ , thus ρ = β

γ . Hence, ρ < 1⇔
β < γ.

Suppose that the attacker is mining with the network. Suddently,
he stops mining with the network and starts attacking, i.e., starts to
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mine in another chain. In this scenario, since the attacker’s hash rate
is not mining with the network anymore, γ = 1 − β. Thus,
β < γ ⇒ β < 0.5 ⇔ ρ < 1. Here comes the conclusion that, if the
attacker has 50% or more of the network’s hash rate, then his attack
will be certainly successful. We got exactly the same equations and
conclusions as [145].

But this scenario seems not to be the optimal attack, because the
attacker has waited k confirmations before starting the attack. A
better approach would be to start attacking just after propagating
the transaction. In this case, our previous model is not good, because
even if the attacker have found more blocks than the network, he
cannot propagate those blocks before the network has found k

confirmations. So, we have to model the probabilities before the
network has found the k block. Then, if the attacker has more blocks
than the network, he has successfully attacked. Otherwise, we return
to the previous model, in which the attacker must still find more
blocks.

Theorem 6. Assuming that the attacker starts the attack just after
publishing the transaction, the probability of the attacker has already found
exactly s blocks while it waits the network to find k blocks is
P(S = s) =

(
k+s−1
s

)
(1− p)spk.

Proof. The attacker must find exactly s blocks while the network must
find exactly k blocks. It is as they would be walking the grid from the
point (0, 0) to (s,k), where it is only allowed to go up or right, like
in Figure 8. When the attacker finds a block, it would be a movement
to the right. When the network finds a block, it would be an upward
movement. No matter the order which the blocks are found, all the
paths occur with probability (1− p)spk.

The walking ends when (·,k) is reached, i.e., when the network
finds k blocks, regardless of how many blocks the attacker has
found – i.e., it is not allowed to walk above the line (·,k). Thus, the
number of paths between (0, 0) and (s,k) moving only upward or to
the right, without going into the line (·,k) is exactly the number of
paths between (0, 0) and (s,k− 1), which is equal to the number of
permutations of the sequence (u,u, . . . ,u, r, r, . . . , r) in which there
are s movements to the right (r) and k− 1 upward movements (u).
This number of permutations is (k−1+s)!

s!(k−1)! =
(
(k−1)+(s)

s

)
because

there are s repetitions of the element r and k− 1 repetitions of the
element u.

Finally, the probability is
(
k+s−1
s

)
(1− p)spk.

Assuming that the attacker starts mining just after publishing the
victim’s transaction, the probability of the attacker will have found
more than k blocks while it waits the network to find k blocks is
P(S > k) =

∑∞
s=k

(
k+s−1
s

)
(1− p)spk.
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(3, 6) (7,6)

Figure 8: Both the attacker and the network are mining. Each step up is
a new block found by the network with probability p. Each step
right is a new block found by the attacker with probability 1− p.
It ends when the network finds k blocks — in this example, k = 6.
The red path has probability p6(1− p)3, while the blue path has
probability p6(1− p)7. Notice that the blue path is a successfull at-
tack, because the attacker has found more blocks than the network.
In the red path, the attacker still have to catch up 3 blocks to have
a successful attack, which happens with probability ρ3, if p < 0.5.

Theorem 7.

P(S > k) = 1−
k−1∑
s=0

(
k+ s− 1

s

)
(1− p)spk.

Proof. Let’s use the following identity:

1

(1− z)a+1
=

∞∑
i=0

(
i+ a

i

)
zi, for |z| < 1

Thus, replacing z = 1− p, i = s, and a = k− 1, we have:

1

pk
=

∞∑
s=0

(
s+ k− 1

s

)
(1− p)s

1 =

∞∑
s=0

(
s+ k− 1

s

)
(1− p)spk.

Now, just split
∑∞
s=0 =

∑k−1
s=0 +

∑∞
s=k and it is done.

Using this last theorem, we moved from an infinity sum to a finity
sum.
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Theorem 8. Let p = γ
β+γ .

P(successful attack) =

1−
∑k−1
s=0

(
k+s−1
s

) (
(1− p)spk − (1− p)kps

)
, p > 0.5

1, p < 0.5.

Proof.

P(successful attack) = P(S > k) +
k−1∑
i=0

P(s = i)ρk−i

For k = 6, p = 0.9, P(successful attack) = 0.0005914121600000266.
For k = 6, p = 0.7, P(successful attack) = 0.15644958192000014.

Figure 9: Probability of a successful attack according to the network’s hash
rate of the attacker (β).

5.8 confirmation time and network capacity

Let’s say that when a new transaction is propagated it is enqueued
in the unconfirmed transaction queue. Then, when a new block is
found, some of these transactions in the queue are confirmed. We are
interested in some measures of the queue, like the expected time to
confirm a transaction and the queue’s length.

Let’s assume that all transactions have exactly the same size S and
pay exactly the same fee. If the Bitcoin block’s maximum size is M,
there would be room for s = bM/Sc transactions in each block.
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Using the results from Bailey [10], we have found that πn = zs−1
zn+1s

is the probability of having n unconfirmed transactions in the pool
subjected to s > m, where m = λTX

λblocks
and zs is the single root of the

polynomial zs(1+m(1− z))− 1 with |zs| > 1. In this case, the average
size of the unconfirmed transaction pool is E(π) = 1

zs−1
.

When s > m, the probabilities πn form a simple geometric series
with common ratio smaller than one, which means the probabilities
are exponentially decreasing. Since πn → 0 when n → ∞, we may
interpret it as a stable system, i.e., the unconfirmed transactions pool
size is finite.

When s 6 m, the system is unstable, which means the unconfirmed
transactions pool size keeps growing towards infinity. In this case, the
system is not capable of processing the demand for a long period of
time.

Using the fact that m = λTX
λblocks

and λblocks = 1/η, the stability condi-
tion s > m is reached when λTX < s/η.

In the Bitcoin network, the average number of transactions per
block is s = 2, 250, so, the system is stable when
λTX < 2, 250/600 = 3.75 tx/s. Therefore, 3.75 is the maximum
number of new transactions per second that the Bitcoin network
may handle. When λTX > 3.75 tx/s, the unconfirmed transaction
pool starts to grow indefinitely.

When the system is stable, the average waiting time of a transaction
to be confirmed is E(w) = 1

λTX(zs−1)
.

m � s yields zs → 1 + 1/m. Thus, the average number of
unconfirmed transactions E(π) → m and the average waiting time
E(w) → 1

λblocks
= η = 600 seconds. In the Bitcoin network, m � s is

reached when λTX � 3.75 tx/s. In other words, when the number of
new transactions per second is way smaller than 3.75 tx/s, the
average waiting time of a transaction to be confirmed is 600 seconds,
which means, on average, all transactions will be confirmed in the
next block.

But, λTX → s/η yields zs → 1. Hence, E(π) → +∞, which means
the system is going towards instability.

Therefore, we conclude that the Bitcoin network capacity is
λblocks = s/η = s/600 transactions per second, where s is the average
number of transactions per block.

For instance, in order to be a stable system and process 15

transactions per second, each block would have to confirm, on
average, 9,000 transactions. Bitcoin’s network is really far from this
point.
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H AT H O R ’ S A R C H I T E C T U R E

This work introduces the Hathor’s architecture, which lies between
Bitcoin’s and Iota’s and may be a solution to scaling, centralization,
and spam issues.

Like Iota, new transactions confirm previous ones, forming a
Directed Acyclic Graph (DAG). For this, each transaction has its own
proof-of-work which is solved by the issuer before propagating the
transactions in the network. Like Bitcoin, miners find new “blocks”
every 10 minutes in which they collect the fees and newly generated
tokens. Each transaction has an “accumulated weight” which
express the required effort to break the transaction, similar to
Bitcoin’s number of confirmations.

In Hathor, there are two difficulty levels: (i) one for new
transactions which are just moving tokens around, and (ii) another
one for “blocks” which are generating new tokens and collecting
fees. The first may be adjusted to prevent spammers, which would
spend too many resources to generate a great number of new
transactions, whereas the latter is adjusted every 2,016 blocks to
keep the pace of blocks on every 2 minutes.

Both miners and users will be working on proof-of-work,
decentralizing even more the network’s hash rate. Even though the
users’ difficulty is less than the miners’, the hash rate will increase
with every new user. The more transactions arrive, the higher the
total hash rate. This may have good consequences in governance,
which we will further discuss.

There is a trade-off about the difficulty of new transactions. The
higher it is, the harder it is to generate new transactions, preventing
spammers but also making it harder for IoT devices generate new
transactions. This difficulty may even be increased when a spam
attack is in course and reduced when it is gone. If the difficulty is
too high, IoT devices may sign their transactions and send them to
another devices which have a greater hash rate and will solve their
proof-of-work faster.

It also seems interesting to have this difficulty depending on new
transaction’s size (in bytes) and amount being moved. The idea here
is to require more work when high amounts are at stake. It would
not affect IoT devices, which are expected to usually move smaller
amounts. Regarding the transaction’s size, requiring more work for
larger transactions may make sense because they may prevent abuses,
such as a denial-of-service attack using enormous transactions which
would consume a lot of node’s bandwidth and disk space.

47
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Another important security matter is that each transaction has to
confirm all its inputs, i.e., there must be a confirmation path
between all the transactions of the inputs and the transaction which
are spending them. It is always possible since there is at least one
confirmation path between any transaction and a tip. This ensures
that, when a conflict is resolved, only the sub-DAG with root at the
invalidated transaction will be affected. The remaining parts of the
DAG remains the same.

The transactions are classified into three groups: (i) confirmed
transactions, (ii) in-progress transactions, and (iii) unconfirmed
transactions (tips). The confirmed transactions are the ones which
have already been settled, i.e., their accumulated weights have
reached a minimum level. The unconfirmed transactions (tips) are
the brand new transactions which have not been confirmed even
once yet, i.e., their accumulated weights are zero. The in-progress
transactions are in the middle. They have already been confirmed a
few times, but not enough to reach the minimum level required to
be a confirmed transaction. For simplicity, the pending transactions
encompass both in-progress and unconfirmed transactions.

Another transaction classification concerns its validation by the
network. A transaction is said to be network validated if there are
confirming paths from all tips to the transactions, i.e., the whole
network has validated that the transaction is valid. It is important to
notice that a transaction may be network validated but still pending,
or even be confirmed but not network validated.

A block is just a regular transaction with no inputs which confirms
a previous block and at least two in-progress transactions or tips.
There may be any number of outputs provided that they comply
with the number of newly generated tokens. Each block collects all
fees from all transactions confirmed by it which have not been
confirmed by another block before. The blocks are ordered
according to their timestamp. If two blocks have the same
timestamp, the block hash is used as a tiebreaker.

In the low load scenario, there is a small number of new
transactions coming into the network, which means they give a
minor contribution to confirmations. In this case, the confirmation is
held mostly by blocks. On the other hand, in the high load scenarios,
there is a large number of new transactions giving a major
contribution to confirmations. In this case, the blocks strengthen the
confirmations, but many of them will have already been confirmed
before the next blocks are found. The higher the number of new
transactions, the faster the transactions are confirmed. The blocks
assure a “maximum confirmation time”.

The incentive scheme which keeps the network running is the
same as Bitcoin’s. Miners go towards fees and newly generate coins,
whereas users just want to exchange their tokens. When there is no
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new transaction to be confirmed, the miners keep the network up
and running while they find new blocks.

6.1 transaction confirmation

Hathor uses similar concepts of weight and accumulated weight as
Iota’s. The weight depends only in the transaction itself, whereas the
accumulated weight depends on its confirmations.

The weight of a transaction is calculated as w = log2(k) where k is
the average number of hashes required to solve its proof-of-work.

The accumulated weight is the average number of hashes required
to solve the proof-of-work of the transaction itself plus all the
transactions which confirm it. Let A be a transaction, its
accumulated weight wA is calculated as log2(2

wA +
∑
A P 2

wP).
In Bitcoin, it is well-known that one should wait at least “six

confirmations” before accepting a transaction. This Bitcoin’s criteria
is based on some results presented in Satoshi’s seminal work [145]
and derived here in more detail in Chapter 5. Adopting six
confirmations is the same as demanding from attackers a minimal
effort of six times the network’s hash rate to successfully double
spend those tokens. Let H be the total hash rate of the network. Then,
as E(Y6) = 60 minutes, it will be necessary to calculate, on average,
E(Y6) ·H = 60 · 60 ·H hashes to solve the proof-of-work of 6 blocks.

Therefore, in order to have the same level of security as Bitcoin,
a transaction is said to be confirmed when its accumulated weight
is greater than or equal to log2(E(Y6) ·H) = log2(6 · 128 ·H) = 7+

log2(6) + log2(H), where H is calculated as the total hash rate of the
miners plus the total hash rate of new transactions.

6.2 time between blocks

The hash function used for the proof-of-work (PoW) is the same as
Bitcoin: SHA-256 applied twice. Thus, most of the math analysis we
have already done before is just the same.

Let X be the number of trials to solve the PoW and T be the time
between blocks. We already know that X follows a geometric distri-
bution with p = A

2256
, where A is inversely proportional to the diffi-

culty, i.e., the smaller the A, the higher the difficulty. We also know
that T follows an exponential distribution with λ = 1

η , where η is the
average time between blocks. As proved before, ηpH = 1, thus let’s
define w = log2(E(X)) = log2(1/p) = log2(ηH) = log2(η) + log2(H).

For the blocks, η = 128, thus, E(T) = η = 128 seconds, and V(T) =

η2 = 16, 384, where T is the random variable of the time between two
consecutive blocks. The symmetrical confidence interval of T with
α = 10% is [6.56, 383.45], i.e., 90% of the cases the distance between
blocks will be between 6 seconds and just under 7 minutes.
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Let H be the hash rate of the miners, then, the weight of the blocks
is calculated by

wblocks = log2(128) + log2(H) = 7+ log2(H)

This weight will be updated every 675 blocks (which should
happen every 24 hours) to take into consideration the change of H.
First, H will be estimated using the fact that
E(Y2016) = 2016

λ = 2016η = 2016
pH = 2016·2w

H . Thus,
H = 2016·2w

∆t ⇒ log2(H) = w+ log2(2016) − log2(∆t), where ∆t is the
time between the latest weight update and now. Finally,

wnew = 7+wold + log2(2016) − log2(∆t)

Notice that, if the hash rate has not changed, then ∆t = 128 · 2016
and wnew = wold.

6.3 weight of the transactions

There is a trade-off which must be considered in the weight of the
transactions: the higher the weight, the better to prevent spam, but
the worse to microtransactions. So, trying to fulfill both necessities,
the weight will be a function of the transaction’s size (in bytes) and
total amount:

wtx = log2(size) + log2(amount) + 0.5

Although the transaction size depends on the implementation, a
typical transaction with 2 inputs and 2 outputs would have
approximately 188 bytes. So, for instance, transfering 50,000 tokens
would require a weight of 23, which means an average of 223 trials
to solve the proof-of-work.

6.4 issuance rate

Hathor issues tokens every block, thus it is similar to Bitcoin. Even
so, an important decision is whether it will issue a limited number
of tokens or not. Bitcoin chose to issue a limited number of tokens.
On the other hand, Ethereum and others chose to issue an ilimited
number of tokens.

Both ways, the number of issued tokens is predictable. This
feature itself brings confidence to the community, who will not face
monetary intervention (unless they agree to) — this comes in
contrast with fiat money in which the central authority may change
the monetary policy to adjust to political demands.

Bitcoin issuance rate started in 50 tokens per block and decreases
over time. Every 210,000 blocks—4 years, on average—it halves the
number of tokens issued per block. As Bitcoin smallest fraction is
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10−8, after the 33th reduction it will stop issuing new tokens since
233 > 50 · 10−8. In total, the number of issued tokens will never
exceed 21 million. For further information, see [20].

6.5 transaction fees

In Bitcoin, the value of the fee is calculated as the difference between
the transaction’s outputs and the inputs. For instance, a transaction
with inputs summing 8,000 and outputs summing 7,000 is paying
1,000 of fees.

In Hathor, each transaction may pay a fee to the next block which
confirms it. But, even if the fee is zero, the miners are forced to
confirm at least two pending transactions. These two pending
transactions also confirm other transactions which may have no fees.
In summary, transactions with no fees cannot be left behind and will
always be confirmed by both blocks and other transactions.

One may arguee that it allows the whole network to never pay fees
and they are right. In the beginning, miners’ incentive is driven by
new tokens instead of fees. In the long term, it may be necessary to
require a minimum fee to keep the miners working, depending on
the chosen issuance policy.

6.6 transaction validation

A transaction will be considered valid when it complies with the
following rules: (i) it spends only unspent outputs; (ii) the sum of
the inputs is greater than or equal to the sum of the outputs; (iii) the
number of inputs is at most 256; (iv) the number of outputs is at
most 256; (v) it confirms at least two pending transactions; (vi) it
solves the proof-of-work with the correct weight.

The transaction has a timestamp field which is used to record
when the transaction was generated. This timestamp field must be in
UTC time to prevent timezone issues. It must also be within at most
5 minutes from the current time, otherwise the transaction will be
discarded.

The digital signature is used to ensure that only the owners may
spend their tokens. It will be calculated signing the transaction’s
input and output only. This allows the transaction to be signed in
one device and to be sent to another device that will choose which
transaction will be confirmed and will solve the proof-of-work.

Services of solving proof-of-work may also be offered by
companies. They give their customers a wallet address and they send
the payment inside of the transaction itself. This allows IoT devices
to save energy, delegating the task of solving the proof-of-work.

In case of transaction conflict, in which two transactions try to
spend the same tokens, the one with higher accumulated weight is
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chosen and the other is invalidated. Although it is not a possible
policy in Iota because of the submarine attack, Hathor does not have
the same problem. In Hathor, like in Bitcoin, the submarine attack is
only possible if the attacker has a hash rate higher than the whole
network, including the miners. In other words, when analysing the
double spending attack, Hathor is as safe as Bitcoin.

6.7 orphan blocks

Different from Bitcoin, there is no orphan blocks in Hathor. Unless
a block confirms either directly or indirectly an invalid transaction,
every block is valid. There is no need to left a block behind since its
proof-of-work is increasing transactions’ accumulated weight.

If two blocks are trying to collect fees from the same transactions,
the one with higher timestamp will be discarded.

6.8 governance

In general, cryptocurrencies are decentralized, which means there is
no central authority who decides its future, i.e., no one can enforce
their will. Every decision must be accepted by its community, which
means the community must agree. But what happens if they do not
agree? When a consensus is not reached, the rules remain the same
and the cryptocurrency may stall. The lack of a central authority
may generate long debates, split the community, slow down
strategic decision-making, and, ultimately, come to a “civil war”—it
is precisely what happened between Bitcoin Core (BTC) and Bitcoin
Cash (BCH) in 2017 [46, 176].

Governance is an important part of a cryptocurrency because it
must evolve, which means its community must agree into changing
the rules. Governance is an agreement of how the community will
proceed to change the rules.

Despite the large literature available about governance, what
separates Blockchain-based cryptocurrencies from them is the
decentralization (against the hierarchical model). The number of
papers about governance in decentralized cryptocurrencies has been
growing, but it still lacks a solution. Hacker [86] resorts to the theory
of complex systems and proposes a governance framework for
decentralized cryptocurrencies, which is, in summary, a centralized
coordination entity. Hsieh et al. [95] has analyzed the effects of
governance in returns using panel data on several cryptocurrencies.
They present a deeper discussion about the parts of a governance
mechanism and concludes that

“... on the one hand, investors value cryptocurrencies’
core value proposition, rooted in decentralization; but on
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the other hand, are suspicious of decentralized
governance at higher levels in the organization because
they could slow down strategic decision-making (e.g.,
regarding the introduction of new innovations) or create
information asymmetries between investors and
technologists.”

I believe that the solution to a good governance will come from
financial incentives to all players to find a common ground. In
Bitcoin, users have less bargaining power than miners because they
do not contribute with work, whereas, in Hathor, both miners and
users are working together. So, when it comes to changing the rules,
the bargaining power is more distributed than in Bitcoin. The
distribution depends on the ratio of the miners’ hashpower and the
users’ hashpower. The higher the ratio, the closer to Bitcoin’s
governance. The lower the ratio, the higher the bargaining power of
the users.

6.9 expected number of tips

It is intuitive that the number of tips depends on the number of
transactions per second. The higher the number of transactions per
second, the higher the number of tips. We can model the number of
tips at time t as a stochastic process, which means it changes over
time following some probability distribution. Stochastic processes
have two important states: transient and steady. A process is in
transient state when its properties are changing over time, whereas
it is in steady state when its properties has already converged.

Let’s assume that the number of transactions per second is
constant and does not change over time. Thus, at the beginning,
there will be no tips, and the number will increase until it converges
to its stable quantity. The process is in transient state until it reaches
stability. Then, it is in the steady state. Notice that the number of tips
also change in steady state, but its average does not. It just floats
around the average.

If the number of transactions per second increases, the process
returns to the transient state and moves towards the new steady
state. In practice, the number of transactions per second is always
changing, so is the steady state.

Popov and Labs [161] has modeled the stochatic process of the total
number of tips. It proves that the average number of tips, in the steady
state, is:

λTX · 2wTX

log(2)H

A simple idea to get to this equation is through flow analysis: In
steady state, we may say that the number of new tips must equal the
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number of tips being confirmed in a given time window. Thus, in
order to estimate the number of tips in the steady state, let’s consider
the process in which the rate of inward tips is λTX, whereas the rate
of outward tips is ρ.

Let K be the number of tips at a given time. Thus, after ∆t seconds,
∆tips = λTX∆t− ρK∆t. In the steady state, ∆tips = 0, hence K = λTX

ρ .
The rate of outward tips is proportional to the rate in which

devices solve the proof-of-work of transactions. Let H be the devices’
hash rate, then, ρ = α · H · 2−wTX , where α is the coefficient of
proportionality.

Finally,

K =
λTX

α

2wTX

H

If new transactions would always confirm two tips, then α would
equal 2. But, it may confirm one or even zero tips because
concurrent new transactions may confirm their tips first. Thus,
0 < α 6 2. According to the equation found in Popov and Labs [161],
α = log(2) = 0.693147.



7
M E T H O D O L O G Y

The methodology we have used is computer simulation. Through the
simulation of many scenarios of Hathor, we will understand how the
network behaves in complex scenarios, including when the load sud-
denly increases, and when the network is under attack.

The simulator has been developed using an event-based design
which is capable of running hours of simulation in just a few
minutes. It creates agents who decide to make a transaction, then
they select which transactions will be confirmed, next they spend
some time working in the proof-of-work, and, finally, they propagate
the transaction to the network. The other agents receive the
transaction and may accept or deny it. The agents may use different
parameters among themselves.

When a new transaction emerges, it chooses two tips to confirm
before solving the proof-of-work. When it finishes solving the proof-
of-work, the transaction is propagated and becomes a tip. So, two
new transactions may choose the same tips to confirm. If there are
t tips, a new transaction will randomly choose 2 out of these t tips,
even if they have already been chosen by other new transactions —
in fact, they do not know which have been chosen because these new
transactions have not been propagated yet.

When a new transaction is added to the Hathor’s network, it uses
a depth-first search [52] to update the aggregated weight of the
directly and indirectly confirmed transactions. The depth-first search
is interrupted when it reaches a transaction which the accumulated
weight is larger than a given threshold. This interruption
significantly increases the overall performance of the simulation. If
the accumulated weight of the whole DAG is an important metric,
the whole DAG may be updated in specific times to get a
measurement (instead of every new transaction).

Simulator’s random variables simulator are all sampled from their
distributions. The time between two transactions is sampled from an
exponential distribution with λTX. The number of attempts to find a
solution of the proof-of-work is sampled from a geometric
distribution with p = 2w, where w can be either wTX or wblock. The
amount of time spent to solve the proof-of-work is calculated
dividing the number of attempts by the hash rate of the device
(which could be either a miner or an user). The time between blocks
is just the amount of time spent to solve the proof-of-work with
wblock.
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Transactions (and blocks) do not have inputs, outputs, and scripts.
They have only pointers to other transactions, which form the DAG.
They also store their weight, accumulated weight, timestamp, and
some statistics used for reports.

New miners or users may be added or removed any time during
a simulation. This allows the simulation of many different scenarios,
such as increasing the number of miners, a sudden increase in the
number of transactions per second, a sudden decrease in the number
of miners, and so forth.

It is also possible to create metrics, which sample a statistic every
∆t seconds. There are two metrics available: (i) TipsMetric, which
stores the number of tips at a given simulation time, and (ii)
UtterlyAcceptanceMetric, which finds the new utterly accepted
transactions and store how long it took.

To find the network validated transactions, I run a breadth-first
search (bfs) for each tip. Transactions visited in all searches are being
confirmed by all tips and, by definition, are network validated
transactions.
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A N A LY S I S O F H AT H O R

Hathor’s architecture lies between Iota and Bitcoin’s architectures. It
is similar to Bitcoin’s architecture when the number of transactions
per second is low, while it is similar to Iota’s architecture when the
number of transactions per second is high. There is no “switching”
between Bitcoin and Iota. It just behaves like one or another according
to the network. In order to check this statement, I have performed
some simulations.

First, two simulations in the extreme cases: (i) no miners, (ii) no
transactions. The first should have precisely the same behavior as
Bitcoin’s blocks with one block after the other forming a long chain.
The latter should have a similar behavior as Iota’s, forming a Direct
Acyclic Graph (DAG) with new transactions confirming previous
ones. We can see in Figure 10 that both cases seem to be correct.

Next, I have run a more realistic simulation, with both miners and
transactions. As we can see in Figure 11, Hathor’s structure is a mix
of Iota and Bitcoin’s structure. The transactions are forming a DAG
while, in parallel, the blocks are forming a chain inside the DAG.
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Figure 10: Visualization of a Hathor’s graph in two particular cases: (a) no
miners, (b) no transactions. It shows that when there are no min-
ers, Hathor is similar to Iota (same structure, but different param-
eters), and when there is no transactions, it is similar to Bitcoin.

8.1 confirmation time

Another evidence that Hathor lies between Iota and Bitcoin is found
when comparing the time to confirm a transaction. In this context, a
transaction is said to be confirmed when it has reached an accumu-
lated weight similar to six times the hash rate of the whole network
(miners and new transactions). This criteria is equivalent to the well-
known “6 confirmations” of Bitcoin, which is adopted by almost the
whole ecosystem.
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Figure 11: Visualization of a Hathor’s graph with transactions and blocks.
Red boxes are blocks, and white circles are simple transactions.
The arrows show the confirmations.

Thus, I have run a simulation in which miners are majority and
there are few transactions. In Figure 12, we may see a good fit
between the confirmation time of a transaction and the theoretical
distribution of the time to find six blocks in Bitcoin (which is Y6 and
follows an Erlang distribution). The blocks create “maximum
confirmation time”, since they are found with a precise pace, i.e.,
when there is not enough new transactions coming, the confirmation
is done by the blocks. But, when the load is increased, Hathor’s
confirmation time is reduced and diverges from Bitcoin’s time
distribution. The reasoning is that confirmations coming from other
transactions start to play an important role and accelerates the speed
of confirmations, i.e., there is no need to wait for the next blocks,
because the transactions are confirming themselves. This is what
allows Hathor to scale and support higher volumes, indeed.

(a) Low load (b) Mid load

Figure 12: Confirmation time in two scenarios: (a) low load, (b) mid load.
The red curve is the distribuion of the time to find six blocks in
Bitcoin (which follows an Erlang distribution). As we can notice,
in the low load scenario, Hathor’s confirmation time behaves just
like Bitcoin’s. When the load is increased, it starts to diverge from
Bitcoin’s distribution.

We may see Hathor’s confirmation time moving from Bitcoin’s to
Iota’s in Figure 13. Notice that the confirmation timer is getting
smaller as the number of transactions per second increases. Figure



8.1 confirmation time 59

13c is a zoom-in in the right side, and we can see again the good fit
between Hathor Bitcoin’s confirmation time under low load.

(a) The whole picture

(b) Zoom in the left part of the above chart(c) Zoom in the right part of the above
chart

Figure 13: Confirmation time in many scenarios, moving from a low load
(λTX = 0.015625) to a high load (λTX = 2).

But, what would happen if, instead of changing the number of
transactions per second, we change the relative hash power between
miners and transactions? In previous simulations, the miners had a
hash rate in the same magnitude as the transactions. In Figure 14, we
can see the same simulation as in Figure 12b, but with the miners’
hash rate ten times the transactions’. Besides the difference in the
shape of the distribution, we can see that it is moving back towards
Bitcoin’s confirmation time distribution. It also makes sense because
increasing the miners’ hash rate increases the required minimum
accumulated weighted for confirmed transactions. Therefore, more
transactions are necessary to give more accumulated weight. As the
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number of transactions per second was not changed, most of the
work of confirmations were done by blocks (and not by transactions).
To confirm this idea, I kept the miners’ hash rate ten times the
transactions’ and increased 16 times the number of transactions per
second. As we can see in Figure 14b, when the number of
transactions per second is increased, its role in the accumulated
weight also increases and it goes farther from Bitcoin’s distribution.

(a) Same load as in Figure 12b (b) High load, 16 times of (a)

Figure 14: Confirmation time with miners’ hash rate ten times the transac-
tions’.

Finally, even with both blocks and transactions, Hathor’s blocks are
similar to Bitcoin’s blocks, and they share the same math. To confirm
that, see Figure 15, where the red curve is Bitcoin’s distribution of
time between blocks and the blue histogram is Hathor’s time between
blocks. I also made several tests adding and removing miners to check
the difficulty adjustment and it worked properly.

(a) 1 miner (b) 2 miners after difficulty adjustment

Figure 15: Histogram of time between blocks. The red curve the Bitcoin’s
theoretical distribution of time between blocks. As we can notice,
the fit is very good.
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Figure 16: Visualization of a Hathor’s graph with transactions and blocks.
Red boxes are blocks; green circles are confirmed transactions;
white circles are in-progress transactions; yellow circles are un-
confirmed transactions (tips); and grey circles are transactions
solving the proof-of-work which have not been propagated yet.
The arrows show the confirmation chain. Block’s arrows are in
bold.
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8.2 visualizing the network

Visualizing the network is not simple because the number of
transactions and blocks is high, thus, arranging them and their
edges is a non-trivial task. Therefore, most of the visualization are
just part of the DAG which shows a window of time.

To a better visualization of a Hathor’s network, I run a simulation
classifying the transactions in either confirmed, in-progress, or
unconfirmed (tips). I also showed the transactions solving the
proof-of-work which had not been propagated yet. See Figure 16

and notice the chain of blocks inside the DAG. Confirmed
transactions are in green circles, while in-progress transactions are in
white circles and tips are in yellow circles. The blocks are in red
boxes form a chain inside the DAG. Finally, the new transactions
which are solving the proof-of-work and had not been propagated
are in grey dashed circles.

As new transactions have to chose two previous transactions to
confirm, and just after they start to work in the proof-of-work, two
new transactions eventually may chose the same tip because they do
not know each other yet. So, if new transactions are coming in a low
pace, the width of the swarm is small because the number of new
transactions simultaneously solving the proof-of-work is also small.
But, when new transactions are coming in a high volume, the width
of the swarm increases because new transactions are choosing the
same tip over and over.

In summary, the width of the swarm depends on the number of
transactions per second. The greater the number of new transactions
per second, the larger the width of the swarm.

To visualize the change in the width of the swarm, I run a
simulation with a constant number of transactions per second,
which was increased only in a specific window of time. The result
can be seen in Figure 17, where the number of transactions per
second suddenly increases, and the width increases until it reaches a
stable value. Then, the number of transactions per second decreases,
and the width returns to the previous value.
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Figure 17: DAG visualization when the loading is changed over time.
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8.3 number of tips

The number of tips at a given time also depends on the number of
new transactions per second. The relationship between them was em-
pirically measured in several simulations with different λTX.

Analyzing Figure 18, it is easy to notice that both the average and
the standard deviation of the number of tips increase when λTX

increases. According to Popov and Labs [161], the average has the
following equation:

λTX

log(2)
2wTX

H

In our simulation, H = 100, 000 and wTX = 17, so, the average
number of tips should be equal to 1.89 ·λTX. This model works best for
low values of λTX and diverges a little for higher values. For instance,
if λTX = 32 tx/s, this equation predicts 60.48 tips on average yet we
can check in the empirical result that the average is around 55 tips.

When λTX → 0, the number of tips goes towards one. The explana-
tion is that there will be only one new transaction solving the proof-
of-work per turn. So, new transactions will always confirm two tips,
reducing the number of tips by one—each transaction confirms two
tips and create one new one, hence the balance is -1. As it is impossi-
ble to have less to have less than one tip, it converges to one.

When there is only one tip, new transactions must chose this only
tip and another in-progress transaction. It should only happen in very
low load scenarios, like during the launch of the network itself.

8.4 network validated transactions

When all tips are confirming a transaction directly or indirectly, it is
said that the transaction is network validated. It means that the whole
network has checked the transactions and agrees that it is valid.

When a transaction is network validated, all new transactions and
blocks will confirm that transaction. Thus, its aggregated weight will
increase as fast as possible.

Let λTX be the number of new transactions per second. If λTX is
constant, it means that, on average, there will be λTX∆t new
transactions after ∆t seconds (because the number of new
transactions after ∆t seconds follows a Poisson distribution). All
these transactions will confirm the network validated transactions.
Hence, the number of transactions confirming a network validated
transactions grows linearly. This result was also predicted by Popov
and Labs [161, p.14].

Suppose a transaction has just become network validated. Let acc0
be its accumulated weight when it became network validated, η be
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(a) All load scenarios

(b) Zoom in the left side of (a)

Figure 18: Histogram of the number of tips for different load scenarios. As
expected, the number of tips increases with λTX.

the average time between blocks, wTX be the average transaction
weight, and wBLK be the average block weight. Then,
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acc(∆t) = log2

(
2acc0 + λTX∆t · 2wTX +

⌊
∆t

η

⌋
2wBLK

)
= acc0 + log2

(
1+ λTX∆t · 2wTX−acc0 +

⌊
∆t

η

⌋
2wBLK−acc0

)
' acc0 + log2

(
1+ λTX∆t · 2wTX−acc0 +

∆t

η
2wBLK−acc0

)
= acc0 + log2

(
1+ λTX∆t · 2wTX−acc0 +∆t · η−12wBLK−acc0

)
= acc0 + log2

[
1+∆t · 2−acc0 · (λTX2

wTX + η−12wBLK)
]

Therefore, after being network validated, the accumulated weight
of a transaction grows logarithmically.

In Figure 19, we can see how long it takes for a transaction to be
network validated in different scenarios. The time is quite the same
for λTX below than one, but it changes for higher values.

It is interesting to notice that there is a trade-off when λTX

increases. On the one hand, new transactions grow the DAG and
accelerate the network validation, whereas, on the other hand, both
the number of tips and the width of the swarm increases, dispercing
this acceleration. The results show that, in fact, the time to be
network validated increases with λTX.

Anyway, for up to 32 tx/s (and η = 128), it is reasonable to state
that most transactions will be network validated after 35 seconds.
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(a) All load scenarios

(b) Only low load scenarios

Figure 19: Histogram of the time it takes for a transaction to be network
validated. A transaction is said to be network validated when all
tips are confirming it directly or indirectly.
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Bitcoin’s underlying technology, blockchain, has been called by many
as a major invention, even comparable to the invention of the internet.
But it is unlikely that Bitcoin and blockchain have achieved the final
or most optimal design for a secure and scalable electronic transaction
system. In this work, I proposed and analysed a new architecture
named Hathor, which seems a scalable alternative to Bitcoin.

Today, Bitcoin network can barely handle 8 transactions per second
without increasing the unconfirmed transaction list to hundreds of
thousands — several transactions take days to be confirmed. In order
to increase Bitcoin’s capacity, its community has first proposed and
implemented segregated witness, which improved scalability yet was
not enough. Finally, they proposed the lightning network, which is
in development and should be available in the next months. I believe
these proposals relieve the network—a temporary solution—, but do
not solve the scalability problem.

Hathor’s architecture allows a great number of transactions per
second, since new transactions confirm previous ones (and there is
no such thing as “maximum block size”). The more transactions are
coming, the faster previous transactions will be confirmed. It is the
opposite of Bitcoin because the network benefits from high volume
scenarios. As I have shown, Hathor seems to solve the scalability
problem present in Blockchain-based cryptocurrencies.

As the transactions also have a proof-of-work, it becomes harder
to perform a spam attack. The attacker would spend a considerable
amount of computational resources to solve the proof-of-work of
every transaction, and the amount of work depends on the
transaction’s weight parameter. Future work may explore automatic
adjustments in transaction’s weight to improve spam prevention. For
instance, the network can detect a higher number of new
transactions coming and increase the transaction’s weight for a
while. Or else, the transaction’s weight may be a function of the time
between an output being spent and its spending transaction, so,
transferring the same tokens over and over in a small window of
time would require more work. Anyway, the transaction’s weight
seems to tackle the spam issue. The new challenge is to set a proper
transaction’s weight which would prevent spam without impairing
IoT devices.

The last, but not least, challenge is the hashpower centralization.
Although Bitcoin seems to have the most decentralized network
among cryptocurrencies, there are few miners and mining pools
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which together control over 50% of the network’s computing
(hash)power [83]. Hence, they have an oversized influence when it
comes to changes in the Bitcoin protocol’s behavior. Hathor’s
architecture splits the hashpower among miners and users. Even if
miners have more individual hashpower than users, because they
would have rigs with appropriate cooling and energy supply, I
believe their aggregate hashpower will not surpass users’ aggregate
hashpower when millions of devices are generating transactions.
Future IoT devices may even come with an application-specific
integrated circuit (asic) designed to solve Hathor’s proof-of-work
without spending too much battery. Future work may check
common IoT processors’ hashpower, which would allows us to
estimate how many devices would be necessary to surpass miners’
hashpower.

Even though I have proposed to update block’s weight every 24

hours (or 675 blocks), this was an arbitrary number. Future work
may explore whether it would be feasible to continuously update
block’s weight, or what would be the optimal number of blocks
between each update. I believe that the challenge of a continuous
update approach would be preventing outdated nodes to discard
valid blocks when two or more blocks were being propagated
through Hathor’s network. Maybe a solution would be allowing a
range of block’s weight instead of a single value, but future work
would have to check whether this can be exploited by attackers.

I also presented a mathematical analysis of Blockchain, going
though mining, hashpower change, orphan blocks, and
double-spending attacks. Most of the presented results may directly
be applied to Hathor’s blocks, since their foundations are the same.
As Popov and Labs [161] has already analyzed Tangle, I have just
applied their results with a few extensions.

Future work may also further analyze other possibilities of attack
in Hathor’s network, such as malicious device not using random tip
selection. Another major challenge affecting all cryptocurrencies is
disk space use. How would one wipe out part of the blocks and
transactions without putting security in risk? At first, all blocks and
transactions are required to check whether anyone (including
computer viruses) has tampered with transactions which had
already been validated and stored in disk.
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How is memory gradually built up during one’s conscious, or
even unconscious, life and thought? My guess is that everything

we experience is classified and registered on very many parallel
channels in different locations

— Stanislaw Ulam

Pentti Kanerva’s memory model was a revelation for me:
it was the very first piece of research I had ever come across

that made me feel I could glimpse the distant goal of understanding
how the brain works as a whole. It gave me a concrete sense for

how familiar mental phenomena could be thought of as distributed
patterns of micro-events, thanks to beautiful mathematics.

— Douglas Hofstadter

Suddenly, you feel the danger. You tighten your grip on the child’s
hand and step up your walking. In these large cities, walking on a
dark alley was never recommended, but somehow that’s what you
have done — and now everything you can think of is to get back
to safety. You are afraid of something, but you cannot explain — in
rigorous detail, at least — what exactly is causing your fear. One just
feels it.

We may interpret this situation as clues of the present — a dark
alley; a giant metropolitan area; people going on about their lives
mostly indifferent from each other; constrained routes ahead and
behind; a general lack of activity; that very feeling that something
isn’t right... without knowing precisely what isn’t right, or even
what ‘right’ means — recalling past experiences from memory and
thus generating the feeling. Our memory is able to make a parallel
between previous experiences and the clues. Although one has never
been in the exactly same situation, one’s brain involuntarily, through
analogy with previous experiences, recognizes the possibility of
danger. The whole process happens so fast it feels like it only took a
single indivisible unit of psychological time. A single cycle, to use
the computing word.

As much as we can rationalize our ability to understand the why
of a feeling like this, it seems unlikely that we will be able to nail all
reasons down into rules. Let us compare this to what a child might
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do. While an adult may respond by discreetly stepping up the walk-
ing speed, a child might open her eyes and be surprised and ask, in-
discretely, questions about the walking speed... Because children do
not have the accumulated experience of adults in dealing with large
metropolian areas, their behavior differs markedly from ours.

Sparse Distributed Memory (SDM) [104] (see also
[64, 74, 106–111, 116, 169, 192]) is a mathematical model of long-term
memory that has a number of neuroscientific and psychologically
plausible dynamics. This model is used in all sort of applications
due to its incredible ability to closely reflect the human capacity to
remember past experiences from the subtlest of clues. Applications
range from call admission control [119, 120], to behavior-based
robotics [99, 137, 164], to noise filtering [139], etc.

This flexibility into mapping one situation in another is an essential
human feature which is hard to replicate in computers.

10.1 desiderata for a theory of memory

Sparse Distributed Memory reads like a desiderata of a theory for
human long-term memory. To understand the breadth of topics that
SDM encompasses, consider the following questions:

1. Why are most concepts orthogonal, unrelated to each other?

2. Why is there Miller’s magic number, i.e., we can’t hold too
many things in mind at once?

3. Why do we at times instantly recall an experience; other times
we can’t recall anything at all; and still other times we get into
this strange tip-of-the-tongue situation... it is clearly ‘there’...
but where? (and ‘what’ is ‘there’?1.)

4. How does this recall process work? What is remembering?

5. Why do neurons die and we still remember most everything?

6. What do neurons actually do? What is their primary function?

These are some of the questions touched by SDM. It is a theory of
long-term memory that constructs the process of recall from a very
microscopic level of neuron-firings. While there are numerous groups
working on related research, it seems that most are simply bypassing
each other; starting from scratch instead of building on top of what
already exists.

1 Psychologists have documented interesting properties about this state: it happens,
for instance, around every 1-week cycle; and it happens mostly over proper names,
subjects have access to the first letter and to the number of syllables better than
chance, etc. Also interesting is their clever way of triggerring the state: through defi-
nitions of rarely-used words. For some psychological studies about the tip-of-tongue,
see Brown [31], Brown and McNeill [32], Meyer and Bock [140].
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10.2 the wasted effort of duplicated, ad hoc , work

As expected for such an important theory, SDM has been applied in
many different fields, like pattern recognition [150, 165], noise
reduction [138], handwriting recognition [71], robot automation
[137, 164], and so forth. Linhares et al. [132] has argued that SDM
respects the limits of short-term memory [54, 141]. Kanerva’s book
has over 1,000 citations in Google Scholar. Despite this, there is not a
reference implementation which would allow one to replicate the
results published in a paper, to check the source code for details,
and to improve it. Thus, even though intriguing results have been
achieved using SDM, it requires counter-productive, duplicate effort
from researchers to build on top of previous work.

Our motivation is our own effort to run our models. As there is no
reference implementation, we had to develop our own and run
several simulations to ensure that our implementation was correct
and bug-free. Thus, we had to deviate from our primary goal —
which was to test our hypothesis and explore the ‘ideas space’ —
and to focus on the implementation itself. Furthermore, new
members of our research group had to go through different source
code developed by former members, in different languages.
Consider the implementations of SDM present — as of this writing
— on its wikipedia entry[1]2:

1. The original 1989 hardware implementation developed in
NASA by Flynn et al. [74];

2. a 1995 LISP implementation for the Connection Machine by
Turk and Gorz [191];

3. a 1992 APL implementation by Surkan [187];

4. a 2004 FPGA implementation by Silva et al. [177];

5. a 2005 C++ implementation by Berchtold [17] from Lancaster
University, in the ‘CommonSense ToolKit’ (CSTK) [55] for
realtime sensor data includes SDM as one of its classification
algorithms;

6. a 2015 ‘C Binary Vector Symbols (CBVS)’: includes SDM imple-
mentation as a part of vector symbolic architecture developed
by Emruli et al. [70] from EISLAB at Luleå University of Tech-
nology 3;

2 There has recently been a surge of hardware implementations to minimize energy
expenditure and parallelize processes [112, 113, 127, 143, 170]. While these imple-
mentations are extremely interesting, they do not afford the flexibility to experiment
that software does.

3 The code is available at http://pendicular.net/cbvs.php
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7. a 2013 Java implementation ‘Learning Intelligent Distribution
Agent’ (LIDA) developed by [77, 183, 184] Stan Franklin’s group
from the University of Memphis includes implementation. 4;

Let us analyze these. The Connection Machine is obsolete. The
NASA implementation is hardware-based and obsolete. APL, while
reasonably influential, is not a mainstream language in science.

The FPGA implementation by Silva et al. [177] has yielded a fast
scan of hard locations at low energy costs, provided one has access
to the proper hardware. Their article claims a four-fold speedup over
assembly language; but it does not deal with parallel processing
details. For example, it is unclear whether there was more than a
single thread running on the software implementation. Note that the
framework presented here is also able to reconfigure
field-programmable gate arrays, through the OpenCL heterogeneous
computing platform ability to interface with Hardware Description
Language and hence, reconfigure FPGAs [56, 196] for our tasks.

Then there is LIDA — a whole cognitive architecture based on
Hofstadter’s Fluid Concepts, Kanerva’s SDM, and other ideas
[6, 77, 183, 184]. It is developed in Java; which makes it difficult to
connect to the lowest levels of hardware; to connect to GPUs or
FPGAs, and to other languages — at least in comparison to the
combination Python and OpenCL proposed here5. It has a
non-standard license, strange to the open-source community, the
LIDA Framework Software NonExclusive, Non-Commercial Use License.
We have not found any parallelism in their code [39], which may
make simulations slow or unfeasible. Moreover, potential
contributors must sign an “Agreement Regarding Contributory
Code for the LIDA Framework Software”... ‘before Memphis can accept
it’ 6.

The closest implementations to ours, in philosophy at least, is the
one in ‘the common sense toolkit’. It is executed in C++, with a nor-
mal open-source license, and hosted on an open-source code reposi-
tory. It is, however, strikingly dissimilar to ours on the following as-
pects:

4 http://ccrg.cs.memphis.edu/framework.html; see also
http://ccrg.cs.memphis.edu/projects.html where they link to a github reposi-
tory.

5 Python is sometimes called a ‘glue language’. That is, in my opinion, not the best
metaphor. A glue connects two things leaving an inflexible structure. Python is per-
haps best described as the interstate highway system of Programming; if something
is out there, there is a way to reach it with Python. In the comparison with Java, for
instance, take the popcnt(xor(bi,bj)) operation, executed billions of times in SDM.
How easy is it to program that for a particular GPU or FPGA with Java?

6 What they are attempting to do with this bureaucracy remains unclear, the history of
computing has not been kind to those who favored centralization [72]. We certainly
refrain from contributing given the legal uncertainties of non-standard licenses and
dubious processes — even as we would like to link these libraries
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1. SDM is but a part of the system; the description of the system
reads that cstk is ‘A toolkit for processing and visualising sen-
sor data in real time with support for use with embedded plat-
forms.’

2. The whole SDM code is composed of 143 lines of C++ in the
cstk/cstk− devonly/sdm folder.

3. There is no work on making the system parallel.

4. There is strong coupling between location address and location
data, which makes experimentation hard.

5. There are no tests or examples to be found instantly.

6. Finally, the last commit to this repository seems to have been
made in 2005?

7. There are no publishable or published scientific applications or
experiments available to be reproduced at installation time.

8. there is no tutorial, installation instructions, performance
benchmarks, framework validation or SDM Documentation.

Note that all these criticisms apply to the implementations in both
the ‘common sense toolkit’ and the ‘C Binary Vector Symbols’ [17, 55,
70]. While these implementations have around 150 lines of C++; at
last count, the documentation of our implementation had over 100 pages
[131]: they have aimed at running code, and we aim at improving a
community and industry standard.

There is obviously a demand for use of SDM; but each group has
been tied to their own ad-hoc needs, and there has not been the
emergence of a community centered on a tool. It is our belief that a
tool such as standard open-source framework could bring orders of
magnitude more researchers and attention if they were able to use
the model, at zero cost, with an easy to use high-level language such
as Python, in an intuitive platform such as Juypyter notebooks.
Neuroscientists interested in long-term memory storage should not
have to worry about high-bandwidth vector parallel computation.
This new tool would provide a ready to use system in which
experiments could be executed almost as soon as designed — and
provide the needed replication of studies [174].

The main contribution of this work is a reference implementation
which yields (i) orders of magnitude gains in performance, (ii) has
several backends7 and operations, (iii) is fully validated against the
mathematical model, (iv) is cross-platform8, and (v) is easily
extensible to test new research ideas — and to let others replicate the
studies.

7 CPUs, GPUs, FPGAs
8 Unix, Linux, MacOs, Windows, Amazon Web Services, etc.
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Another issue is extensibility: Extensions of SDM have been used in
many applications. For example, Snaider and Franklin [182]
extended SDM to store sequences of vectors and trees efficiently. Rao
and Fuentes [164] used a modified SDM in an autonomous robot.
Meng et al. [138] modified SDM to clean patterns from noisy inputs.
Fan and Wang [71] extended SDM with genetic algorithms. Chada
[40] extended SDM creating the Rotational Sparse Distributed
Memory (RSDM), which models network motifs, dynamic flexibility,
and hierarchical organization — reflecting results from the
neuroscience literature.

Our reference implementation may, hopefully, accelerate research
into the model’s dynamics and make it easier for readers to replicate
any previous results and easily understand the source-code of the
model. Moreover, it is compatible with Jupyter notebook and
researchers may share their notebooks possibly accelerating the
advances in their fields [174].

Other contributions have also been introduced, which include (i) a
noise filtering approach, (ii) a supervised classification algorithm,
(iii) and a reinforcement learning algorithm, all of them using only
the original SDM proposed by Kanerva, i.e., with no additional
mechanisms, algorithms, data structures, etc. Although some of
these applications have already been explored in previous work
[71, 138, 165], all of them have adapted SDM to fit their problems,
and none of them have used just the ideas introduced by Kanerva.
We have presented different approaches with no adaptations
whatsoever.

Finally, I have striven to provide a visual tour of the theory and
application of SDM: whenever possible, detailed figures should tell
the story — or at least do the heavy lifting. In this study, we will see
an anomaly in one of Kanerva’s predictions, which I believe is
related to SDM capacity. We will see tests of a generalized reading
operation proposed by Physics Professor Paulo Murilo (personal
communication). We will see what happens when neurons — and all
their information — is simply and suddenly lost. We will see
whether information-theory can improve some of Kanerva’s ideas.
From (basic) noise filtering to learning to play tic-tac-toe, we will
review the entirety of Dr. Pentti Kanerva’s proposal.

This time, however, it will be running on a computer: anomalies
between expected theory and numerical results will appear; implicit,
hidden, assumptions will emerge; and reproducible experiments will
be conducted.
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N O TAT I O N

n Number of dimensions, i.e., n = 1, 000.

N Size of the binary space, |{0, 1}n| = 2n.

N ′ Number of hard locations samples from {0, 1}n. Its typical value is
1,000,000, as suggested by Kanerva [104].

H Same as N ′.

r Access radius, i.e., when n = 1, 000 and N ′ = 1, 000, 000, its typi-
cal value is 451. This value is calculated to activate, on average, one-
thousandth of N ′.

η A bitstring, usually a datum.

ηx A clue x bits away from η, i.e., dist(η,ηx) = x.

ξ A bitstring, usually an address.

dist(x,y) Hamming distance between x and y.

d(x,y) Same as dist(x,y).

77





12
S PA R S E D I S T R I B U T E D M E M O RY

Sparse Distributed Memory (SDM) is a mathematical model
developed and suggested as a theory of human memory by Finish
Scientist Pentti Kanerva [104]. It introduces many interesting
mathematical properties of n-dimensional binary space that, in a
memory model, seem to be remarkably psychologically plausible.
Most notable among these are the tip-of-the-tongue phenomenon,
conformity to Miller’s magic number [132], and robustness against
loss of neurons.

The data — and address space on which it is stored — are
represented by large sequences of bits, called bitstrings. The
Hamming distance provides comparisons between bitstrings and is
used as a metric for the system. The Hamming distance is defined
for two bitstrings of equal length as the number of positions in
which bits differ. For example, 00110b and 01100b are bitstrings of
length 5 and their Hamming distance is 2.

The space studied by Kanerva is also called the hypercube graph, or
Qn, as in Figure 20. For a fixed n ∈ Z, the graph G = (V ,E), in
which v ∈ V iff there is a bijective function b : V → {0, 1}n and
(vi, vj) ∈ E iff H(b(vi),b(vj)) = 1, where H is the Hamming distance.
That is, n-sized bitstrings correspond to nodes, and edges exist
between nodes iff they flip a single bit. Though Kanerva has derived
many combinatorial properties of the space, additional results have
been found by the graph-theoretical community. A good survey is
provided by Harary et al. [87] — and some interesting results may
be found in [75, 121, 168, 195].

One has to be careful when thinking intuitively about distance in
SDM because the Hamming distance does not have the same proper-
ties of, say, our 3-dimensional space.

Though both follow the triangle inequality (d(A,C) 6 d(A,B) +
d(B,C)), which in 3-d Euclidean distance may be loosely interpreted
as “if A is close to B, and B is close to C, then A is also close to C” —
d(A,B) 6 r and d(B,C) 6 r⇒ d(A,C) 6 2r —, but in SDM, although
the inequality is also valid, two bitstrings would be close when, for
instance, r = 430, so 2r = 860 would cover all other bitstrings. Hence,
it makes no sense to say that A is also close to C.

There are numerous, beautiful, counter-intuitive notions involved
in this space. This difference in intuition may trick even experienced
researchers when analyzing some situations.

Unlike traditional memory used by computers, SDM performs read
and write operations in a multitude of addresses, also called neurons.
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(a) Q3 (b) Q7

(c) Q10

Figure 20: Here we have Qn, for n ∈ {3, 7, 10}. Each node corresponds to
a bitstring in {0, 1}n, and two nodes are linked iff the bitstrings
differ by a single dimension. A number of observations can be
made here. First, the number of nodes grows as O(2n); which
makes the space rapidly intractable. Another interesting observa-
tion, better seen in the figures below, is that most of the space
lies ‘at the center’, at a distance of around n/2 from any given
vantage point.



sparse distributed memory 81

That is, the data is not written, or it is not read in a single address
spot, but in many addresses. These are called activated addresses, or
activated neurons.

The activation of addresses takes place according to their distances
from the datum. Suppose one is writing datum η at address ξ, then
all addresses inside a circle with center ξ and radius r are activated.
So, η will be stored in all these activated addresses, which are around
address ξ, such as in Figure 21. An address ξ ′ is inside the circle if its
Hamming distance to the center ξ is less than or equal to the radius
r, i.e. distance(ξ, ξ ′) 6 r.

⌘

Figure 21: Activated addresses inside access
radius r around the center address.

Every write or read in SDM memory activates a number of
addresses with close distance. The data is written in these activated
addresses or read from them. These issues will be addressed in due
detail further on, but a major difference from a traditional computer
memory is that the data are always stored and retrieved in a
multitude of addresses. This way SDM memory has robustness
against loss of addresses (e.g., death of a neuron).

In traditional memory, each datum is stored in an address and
every lookup of a specific datum requires a search through the
memory. In spite of computer scientists having developed beautiful
algorithms to perform fast searches, almost all of them do a precise
search. That is, if you have an imprecise clue of what you need,
these algorithms will simply fail.

In SDM, the data space is the same as the address space, which
amounts to a vectorial, binary space, that is, a {0, 1}n space. This way,
the addresses where the data will be written are the same as the data
themselves. For example, the datum η = 00101b ∈ {0, 1}5 will be
written to the address ξ = η = 00101b. If one chooses a radius of
1, the SDM will activate all addresses one bit away or less from the
center address. So, the datum 00101b will be written to the addresses
00101b, 10101b, 01101b, 00001b, 00111b, and 00100b.

In this case, when one needs to retrieve the data, one could have
an imprecise cue at most one bit away from η, since all addresses one
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bit away have η stored in themselves. Extending this train of thought
for larger dimensions and radius, exponential numbers of addresses
are activated and one can see why SDM is a distributed memory.

When reading a cue ηx that is x bits away from η, the cue shares
many addresses with η. The number of shared addresses decreases as
the cue’s distance to η increases, in other words, as x increases. This
is shown in Figure 22. The target datum η was written in all shared
addresses, thus they will bias the read output in the direction of η. If
the cue is sufficiently near the target datum η, the read output will
be closer to η than ηx was. Repeating the read operation increasingly
gets results closer to η, until it is precisely the same. So, it may be
necessary to perform more than one read operation to converge to
the target data η.

⌘ ⌘x

Figure 22: Shared addresses between the
target datum η and the cue ηx.

The addresses of the {0, 1}n space grow exponentially with the
number of dimensions n, i.e., N = 2n. For n = 100 we have
N ≈ 1030, which is incredibly large when related to computer
memory. Furthermore, Kanerva [104] suggests n between 100 and
10,000. Recently he has postulated 10,000 as a desirable minimum N

(personal communication). To solve the feasibility problem of
implementing this memory, Kanerva made a random sample of
{0, 1}n, in his work, having N ′ elements. All these addresses in the
sample are called hard locations. Other elements of {0, 1}n, not in N ′,
are called virtual neurons. This is represented in Figure 23. All
properties of reading and write operations presented before remain
valid but limited to hard locations. Kanerva suggests taking a
sample of about one million hard locations.

Using this sample of binary space, our data space does not exist
completely. That is, the binary space has 2n addresses, but the
memory is far away from having these addresses available. In fact,
only a fraction of this vectorial space is actually instantiated.
Following Kanerva’s suggestion of one million hard locations, for
n = 100, only 100 · 106/2100 = 7 · 10−23 percent of the whole space
exists, and for n = 1, 000 only 100 · 106/21000 = 7 · 10−294 percent.
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Kanerva also suggests the selection of a radius that will activate,
on average, one-thousandth of the sample, which is 1,000 hard
locations for a sample of one million addresses. In order to achieve
his suggestion, a 1,000-dimension memory uses an access radius
r = 451, and a 256-dimensional memory, r = 103. We think that a
256-dimensional memory may be important because it presents
conformity to Miller’s magic number [132].

N = {0, 1}n

N 0

⇠1

⇠2⇠3

virtual neurons

hard-locations

Figure 23: Hard-locations randomly sampled from binary space.

Since a cue ηx near the target bitstring η shares many hard
locations with η, SDM can retrieve data from imprecise cues. Despite
this feature, it is very important to know how imprecise this cue
could be while still giving accurate results. What is the maximum
distance from our cue to the original data that still retrieves the right
answer? An interesting approach is to perform a read operation with
a cue ηx, that is x bits away from the target η. Then measure the
distance from the read output and η. If this distance is smaller than x
we are converging. Convergence is simple to handle, just read again
and again, until it converges to the target η. If this distance is greater
than x we are diverging. Finally, if this distance equals x we are in a
tip-of-the-tongue process. A tip-of-the-tongue psychologically
happens when you know that you know, but you can’t say what
exactly it is. In SDM mathematical model, a tip-of-the-tongue
process takes infinite time to converge. Kanerva [104] called this x
distance, where the read’s output averages x, the critical distance.
Intuitively, it is the distance from which smaller distances converge
and greater distances diverge. In Figure 24, the circle has radius
equal to the critical distance and every ηx inside the circle should
converge. The figure also shows convergence in four readings.

The {0, 1}n space has N = 2n locations from which we instantiate
N ′ samples. Each location in our sample is called a hard location.
On these hard locations, we do operations of read and write. One of
the insights of SDM is exactly the way we read and write: using data
as addresses in a distributed fashion. Each datum η is written in
every activated hard location inside the access radius centered on
the address, that equals datum, ξ = η. Kanerva suggested using an
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⌘

⌘x⌘x,1

⌘x,2

⌘x,3

critical distance

Figure 24: In this example, four iterative readings were
required to converge from ηx to η.

η 0 1 1 0 1 0 0

ξbefore 6 -3 12 -1 0 2 4

⇓ -1 ⇓ +1 ⇓ +1 ⇓ -1 ⇓ +1 ⇓ -1 ⇓ -1

ξafter 5 -2 13 -2 1 1 3

Table 1: Write operation example in a 7-dimensional memory of data η being
written to ξ, one of the activated addresses.

access radius r having about one-thousandth of N ′. As an imprecise
cue ηx shares hard locations with the target bitstring η, it is possible
to retrieve η correctly. (Actually, probably more than one read is
necessary to retrieve exactly η.). Moreover, if some neurons are lost,
only a fraction of the datum is lost and it is possible that the
memory can still retrieve the right datum.

A random bitstring is generated with equal probability of 0’s and
1’s for each bit. One can readily see that the average distance between
two random bitstrings follows the binomial distribution with mean
n/2 and standard deviation

√
n/4. For a large n, most of the space

lies close to the mean and has fewer shared hard locations. As two
bitstrings with distance far from n/2 are very improbable, Kanerva
[104] defined that two bitstrings are orthogonal when their distance
is n/2.

The write operation needs to store, for each dimension bit which
happened more (0’s or 1’s). This way, each hard location has n
counters, one for each dimension. The counter is incremented for
each bit 1 and decremented for each bit 0. Thus, if the counter is
positive, there have been more 1’s than 0’s, if the counter is negative,
there have been more 0’s than 1’s, and if the counter is zero, there
have been an equal number of 1’s and 0’s. Table 1 shows an example
of a write operation being performed in a 7-dimensional memory.

The read is performed polling each activated hard location and
statistically choosing the most written bit for each dimension. It
consists of adding all n counters from the activated hard locations



12.1 neurons as pointers 85

and, for each bit, choosing bit 1 if the counter is positive, choosing
bit 0 if the counter is negative, and randomly choose bit 0 or 1 if the
counter is zero.

12.1 neurons as pointers

One interesting view is that neurons in SDM work like pointers. As
we write bitstrings in memory, the hard locations’ counters are
updated and some bits are flipped. Thus, the activated hard
locations do not necessarily point individually to the bitstring that
activated it, but together they point correctly. In other words, the
read operation depends on many hard locations to be successful.
This effect is represented in Figure 25: where all hard locations
inside the circle are activated and they, individually, do not point to
η. But, like vectors, adding them up points to η. If another datum ν

is written into the memory near η, the shared hard locations will
have information from both of them and would not point to either.
All hard locations outside of the circle are also pointing somewhere
(possibly other data points). This is not shown, however, in order to
keep the picture clean and easily understandable.

⌘

Figure 25: Hard-locations pointing, approximately, to the target bitstring.

12.2 concepts

Although Kanerva does not mention concepts directly in his book
[104], the author’s interpretation is that each bitstring may be
mapped to a concept. Thus, unrelated concepts are orthogonal and
concepts could be linked through a bitstring near both of them. For
example, “beauty” and “woman” have distance n/2, but a bitstring
that means “beautiful woman” could have distance n/4 to both of
them. As a bitstring with distance n/4 is very improbable, it is
linking those concepts together. Linhares et al. [132] approached this
concept via “chunking through averaging”.
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Due to the distribution of hard locations between two random
bitstrings, the vast majority of concepts is orthogonal to all others.
Consider a non-scientific survey during a cognitive science seminar,
where students asked to mention ideas unrelated to the course
brought up terms like birthdays, boots, dinosaurs, fever, executive
order, x-rays, and so on. Not only are the items unrelated to
cognitive science, the topic of the seminar, but they are also
unrelated to each other.

For any two memory items, one can readily find a stream of
thought relating two such items (“Darwin gave dinosaurs the boot”;
“she ran a fever on her birthday”; “isn’t it time for the Supreme
Court to x-ray that executive order?”, ... and so forth). Robert French
presents an intriguing example in which one suddenly creates a
representation linking the otherwise unrelated concepts of “coffee
cups” and “old elephants” [78].

This mapping from concepts to bitstrings brings us two central
questions: (i) Suppose we have a bitstring that is linking two major
concepts. How do we know which concepts are linked together? (ii)
From a concept bitstring, how can we list all concepts that are
somehow linked to it? This second question is called the problem of
spreading activation.

12.3 read operation

In his work, Kanerva proposed and analyzed a read algorithm called
here Kanerva’s read. His read takes all activated hard locations
counters and sum them. The resulting bitstring has bit 1 where the
result is positive, bit 0 where the result is negative, and a random bit
where the result is zero. In a word, each bit is chosen according to all
written bitstrings in all hard locations, being equal to the bit more
appeared. Table 2a shows an example of Kanerva’s read result
bitstring.

Daniel Chada, one member of our research group, proposed
another way to read in SDM, in this work called Chada’s read.
Instead of summing all hard location counters, each hard location
evaluates its resulting bitstring individually. Then, all resulting
bitstrings are summed again, and the same rule as Kanerva applies.
Table 2b shows an example of Chada’s read result bitstring. The
counter’s values are normalized to 1, for positive ones, or -1, for
negative ones, and the original values are the same as in Table 2a.

The main difference between Kanerva’s read and Chada’s is that,
in the former, a hard location that has more bitstrings written has
a greater weight in the decision of each bit. In the latter, all hard
locations have the same weight, because they can contribute to the
sum with only one bitstring.
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It is important to say that Chada’s read came from Anwar and
Franklin [6] which gave a misguided description of the read
operation. The original description is the following:

With our datum distributively stored, the next question is
how to retrieve it. With this in mind, let us ask first how
one reads from a single hard location, x. Compute ζ, the
bit vector read at x, by assigning its ith bit the value 1 or
0 according to the ith counter at x is positive or negative.
Thus, each bit of ζ results from a majority rule decision of
all the data that have been written at x. [...] Knowing how
to read from a hard location allows us to read from any
of the 21000 arbitrary locations. Suppose ζ is any location.
The bit vector, ξ, to be read at ζ, [...] Put another way, pool
the bit vectors read from hard locations accessible from ζ,
and let each of their ith bits vote on the ith bit of ξ.
— Anwar and Franklin [6, p.342]

This fact just highlights how important it is to have a reference im-
plementation that one may read the code to clarify one’s understand-
ing about the details of each operation.

12.3.1 Generalized read operation

A member of my Master’s committee, Prof. Paulo Murilo1, has
proposed a generalized reading operation (personal
communication), which covers both Kanerva’s and Chada’s read —
and opens a new venue of potential discoveries. He proposed
summing all hard location counters raised to the power of z while
holding the original sign of the counter (positive or negative). Thus,
Kanerva’s read would be the same as z = 1, while Chada’s would be
the same as z = 0. Hence, we will here explore how SDM would
behave with other values of z, such as 0.5, 2, and 3. Mathematically,
let A be the set of the counters of the activated hard location, and ci
be the counter of the ith bit. Then,

si =
∑
c∈A

ci
|ci|

|ci|
z

Finally, the ith bit of the resulting bitstring is 1 if si > 0, or 0 if si <
0, or random if si = 0. Notice that when z = 1, then si =

∑
c∈A ci,

which is the Kanerva’s read; and when z = 0, then si = ci
|ci|

= sign(ci),
which is the Chada’s read.

1 Universidade Federal Fluminense’s Physics Professor Paulo Murilo
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ξ1 -2 12 4 0 -3

ξ2 -5 -4 2 8 -2

ξ3 -1 0 -1 -2 -1

ξ4 3 2 -1 3 1∑
-5 10 4 3 -5

⇓ ⇓ ⇓ ⇓ ⇓
0 1 1 1 0

(a) Kanerva’s read example

ξ1 -1 1 1 1 -3

ξ2 -1 -1 1 1 -1

ξ3 -1 1 -1 -1 -1

ξ4 1 1 -1 -1 1∑
-2 1 0 0 -2

⇓ ⇓ ⇓ ⇓ ⇓
0 1 1 1 0

(b) Chada’s read example

Table 2: Comparison of Kanerva’s read and Chada’s read. Each ξi is an acti-
vated hard location and the values come from their counters. Gray
cells’ value is obtained randomly with probability 50%.

12.4 critical distance

Kanerva describes the critical distance as the threshold of
convergence of a sequence of read words. It is “the distance beyond
which divergence is more likely than convergence”[104].
Furthermore, Kanerva explains that “a very good estimate of the
critical distance can be obtained by finding the distance at which the
arithmetic mean of the new distance to the target equals the old
distance to the target”[104]. In other words, the critical distance can
be equated as the edge to our memory, the limit of human
recollection.

In his book, Kanerva analyzed a specific situation with n = 1000

(N = 21000), 1 million hard locations (N ′ = 1, 000, 000), an
access-radius of 451 (within 1,000 hard locations in each circle), and
10 thousand writes of random bitstrings in the memory. As
computer resources were very poor those days, Kanerva couldn’t
make a more generic analysis.

Starting from the premise of SDM as a faithful model of human
short-term memory, a better understanding of the critical distance
may shed light on our understanding of the thresholds that bind our
own memory.

Figure 26 compares the critical distance behavior under different
scenarios. This replicates our previous results [28, 30] and is a first
part of the process of framework validation, to which we throw our
attention next.
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(a) Kanerva’s original model

(b) Chada’s read

Figure 26: How far, in Hamming distance, is a read item from the original
stored item? Kanerva demonstrated that, after a small number of
iterative readings (6 here), a critical distance behavior emerges.
Items read at close distance converge rapidly; whereas farther
items do not converge. Most striking is the point in which the
system displays the tip-of-tongue behavior. Described by psycho-
logical moments when some features of the item are prominent in
one’s thoughts, yet the item still cannot be recalled (but an addi-
tional cue makes convergence ‘immediate’). Mathematically, this
is the precise distance in which, despite having a relatively high
number of cues (correct bits) about the desired item, the time to
convergence is infinite. Heatmap colors display the Hamming dis-
tance the associative memory is able to cleanly converge to—or
not. In the x-axis, the distance from the desired item is displayed.
In the y-axis, we display the read operation’s behavior as the
number of items registered in the memory grows. These graphs
are computing intensive, yet they can be easily tested by readers
in our provided Jupyter notebooks. Note the different scales.
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F R A M E W O R K A R C H I T E C T U R E

The framework implements the basic operations in a Sparse
Distributed Memory which may be used to create more complex
operations. It is developed in C language and the OpenCL parallel
framework — which may be loaded in many platforms and
programming languages — with a wrapper in Python. The Python
module makes it easy to create and execute simulations in a Sparse
Distributed Memory and works properly in Jupyter Notebook [118].
It works in both Python 2 and Python 3.

The SDM memory has been split into two parts: the hard location
addresses and the hard location counters. Thus, the addresses
(bitstrings) of the hard locations are stored in one array, while their
counters in another. This makes possible to create multiple SDMs
using the same address space, which would save computational
effort to scan a bitstring in all the SDMs — since they share the same
address space, the activated hard locations will be the same in all of
them. As the slowest part of reading and writing operations is
scanning the address space, the performance benefits are significant.

Each part may be stored either in the RAM memory or in a file. The
RAM memory is interesting for quick experiments, automated tests,
and others scenarios in which the SDM may be lost, while the file is
interesting for a long-term SDM, like creating an SDM file with 10,000

random writes, which will be copied over and over to run multiple
experiments. The file may also be sent to another researcher or may
be published within the paper to let others run their own checks and
verify the results. In summary, the framework fits many different uses
and necessities.

Let a SDM memory with n dimensions and H hard locations. Then,
in a 64-bit computer, the array of hard location addresses will use
H · 8 · dn/64e bytes of memory, and there will be H · n hard location
counters. For example, in a SDM memory with 1,000 dimensions and
1,000,000 hard locations, using 32-bit integers for the counters, the
array of addresses will use 122MB of memory and the counters will
use 3.8 GB of memory.

Basic operations were grouped into four sets: (i) for bitstrings, (ii)
for addresses, (iii) for counters, and (iv) for memories (SDMs).
Operations include creating new bitstrings, flipping bits, generating
a bitstring with a specific distance from a given bitstring, scanning
the address space using different algorithms, writing a bitstring to a
counter, writing in an SDM, reading from an SDM, and iteratively
reading from an SDM until convergence.

91
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13.1 bitstring

Bitstrings are the main structure of SDM. The addresses are
represented in bitstrings, as well as the data. A bitstring is stored as
an array of integers. Each integer may be 16-bit, 32-bit, or 64-bit long,
depending on the configuration. By default, each integer is 64-bit
long.

For instance, a 1,000-bit bitstring will have d1000/64e = 16 integers.
These integers will have a total of 16 · 64 = 1, 024 bits. The remaining
24 bits are always zero, so they do not affect the result of any
operation. The memory usage efficiency is 1 − 24/1024 = 97.65%.
Bitstrings store neither how many bits they have nor the array length.
These pieces of information are only stored in the address space.

13.1.1 The distance between two bitstrings

The distance between two bitstrings is calculated by the Hamming
distance, which is the number of different bits between them. It is
calculated counting the number of ones in the exclusive or (xor)
between the bitstrings, i.e., d(x,y) = number of ones in x⊕ y.

There are several algorithms to calculate the number of ones [197],
but the performance depends on the processor. So, we have
implemented three different algorithms and one may be selected
through compiling flags. The default algorithm is to use a built-in
__popcnt() instruction from the compiler.

There is also the naive algorithm, which really counts the number
of ones checking bit by bit. It is available only for testing purposes
and should never be used.

The other algorithm available is the lookup. It pre-calculates a
table with the number of ones of all possible 16-bit integers. This
table is accessed a few times to calculate the number of ones of a
64-bit integer, i.e., to calculate the distance between two bitstrings, it
sums the distance of each 16-bit part of the bitstrings, i.e.,
d(x[0 : 63],y[0 : 63]) = d(x[0 : 15],y[0 : 15]) + d(x[16 : 31],y[16 :

31]) + d(x[32 : 47],y[32 : 47]) + d(x[48 : 63],y[48 : 63]) where
x[i : i+ 15] and y[i, i+ 15] are the 16-bit integers formed by the bits
between i and i+ 15 of x and y, respectively. Each 16-bit distance is
calculated through a single table access. As each distance is
calculated in O(1), this algorithm runs in O(dbits/16e). This table
uses 65MB of RAM. One may change the table from 16-bit integers
to 32-bit integers, which would halve the number of accesses at the
expense of 4GB of RAM (instead of 65MB).
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addr1 addr2 addr3 · · · addrH

addrk,1 addrk,2 addrk,3 · · · addrk,8·dn/64e

n bits

Figure 27: Address space’s bitstrings are stored in a contiguous array. In a
64-bit computer, each bitstring is stored in a sub-array of 64-bit
integers, with length 8 · dn/64e.

13.2 address space

An address space is a fixed collection of bitstrings, and each bitstring
represents a hard location address. They store the number of
bitstrings, as well as the number of bits, number of integers per
bitstring, and the number of remaining bits.

Bitstrings are stored in a contiguous array of 64-bit integers, as
shown in Figure 27. Hence, basic pointer arithmetic provides us with
performance improvements in their access, as processors realize
fetches of contiguous chunks of memory [156].

The scan for activated hard locations is performed in an address
space. It returns the indexes of the bitstrings which were inside the
circle (and their distances). Then, each operation uses these pieces of
information in a different way.

13.2.1 Scanning for activated hard locations

Scanning for the activated hard locations is a problem similar to well-
known problems in computational geometry called “range reporting
in higher dimensions”. In this case, none of the known algorithms
is able to solve our problem faster than O(H). The algorithm which
seems to best fit in our problem consumes O(H) space and runs in
O(logn(H)) [45], which is significantly slower than O(H) when, for
instance, H = 1, 000, 000 and n = 1, 000. For a review of the range
reporting algorithms, see Chan et al. [41].

In 2014, Norouzi et al. [151] published a solution to fast search in
hamming space which seems applicable to our problem. It provides
a fast search when r/n < 0.11 or r/n < 0.06, where r is the radius
and n is the number of bits. But, in our case, for a 1,000 bits SDM,
r/n = 0.451, which changes the runtime to O(H0.993). This is very
close to O(H), but with a larger constant. Unfortunately, O(H) is still
faster.

It is intriguing that none of those algorithms is able to solve our
scanning problem. The roughly idea behind those computational
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geometry algorithms is to split the search space in half each step,
which would take O(log(H)) to go through the whole space. But this
approach does not work because of the high number of dimensions
(i.e., 1,000) and because the hard locations’ addresses are randomly
sampled from the {0, 1}n space. Although each addresses’ bit itself
splits the hard locations in half, it does not split the search space in
half since both halves still must be covered by the algorithm. For
instance, let’s say we have n = 1, 000 dimensions with H = 1, 000, 000
hard locations, and we are scanning within a circle with radius
r = 451, then after checking the first bit we have two cases: (i) for the
half with the same first bit, we must keep scanning with radius 451;
and (ii) for the half with a different first bit, we must keep scanning
with radius 450. Hence, the search space has not been split in half
because both halves have been covered (and one of them should
have been skipped).

Finally, as our best approach is to scan through all hard locations,
we may distribute the scan into many tasks which will be executed
independently. The tasks may be executed in different processes,
threads, or even computers. They may also run in the CPU or in the
GPU. In this case, we may take into account both the time required
to distribute the tasks and the time to receive their results.

The framework implements three main scanner algorithms: linear
scanner, thread scanner, and OpenCL scanner. The linear scanner
runs in a single core, is the slowest one, and was developed only for
testing purposes; the thread scanner runs at the CPU in multiple
threads sharing memory (and our recommendation is to use the
number of threads equals to twice the number of CPU cores); and
the OpenCL scanner runs in multiple GPU cores and support
multiple devices. The speed of a scan depends on the CPU and GPU
devices, thus the best approach to choose which scanner is best for
one’s setup is to run a benchmark.

The OpenCL must be initialized, which basically copies the
address space’s bitstrings to the GPU’s memory. Then, many scans
may be executed with no necessity to upload the bitstrings again.
The OpenCL scanner supports running on multiple devices.

13.2.2 OpenCL kernels

There are eight OpenCL kernels which differently explore the GPU
architecture to improve performance. It is necessary because there
are several GPU microarchitectures and a single kernel will never
be optimal for all of them. In simplified form, OpenCL splits the
tasks into workgroups which, in turn, split their part of the task into
workers. The works are like threads in a computer. OpenCL specifies
four levels of memory hierarchy for the GPUs: global memory, read-
only memory, local memory, and private memory. The global memory
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and read-only memory are accessible by all workgroups, while each
workgroup has its own local memory, shared by its workers. Finally,
each worker has its own private memory. The number of workers per
workgroup is defined by user and must be multiple of the number of
tasks.

All eight kernels do the same thing: calculate the exclusive OR
(XOR) between two 64-bit integers and count the number of bits one
in the result. They just do it with different approaches. For instance,
single_scan0 calculates one distance between bitstrings per worker
(Listing 1); while single_scan2 uses a whole workgroup to calculate
each distance, distributing each element of the 64-bit integer array
per worker (Listing 3).

The OpenCL kernels single_scan3 (Listing 4), single_scan4

(Listing 5), single_scan5 (Listing 6), single_scan5_unroll (Listing 7),
single_scan6 (Listing 8) explore the GPU architecture to improve the
sum of the partial distances. Each workgroup calculates the distance
of several bitstrings. During the distance calculation, each worker
calculates the exclusive OR (XOR) between two 64-bit integers and
use the built-in popcount function to count the number of ones.
Then, they update an array of partial distances with their results.
This array is stored in the local memory and is shared between all
workers of the same workgroup. This whole step happens
simultaneously in the GPU. Then, a reduction algorithm is used to
sum the partial distances array in order to calculate the total
distance. This reduction algorithm is also distributed among the
workers and runs in O(log2(bs_step)). Finally, the first worker of
each workgroup checks whether the distance is less than or equal to
the radius to include the bitstring index into the resulting array.

Some of the optimizations may not work in some GPUs because
not all their premises are valid. Before choosing a kernel, one should
check whether it works property for one’s specific GPU device.

13.3 counters

A counter is an array of integers which stores the data of all hard
locations. Each hard location has one integer of data per bit. For
instance, each hard location of a 1,000 bits SDM has 1,000 integers,
totalizing 1,000,000 integers. Those integers are stored in a counter.
So, the counter’s array has n ·H integers.

When two counters are added in a third counter, there may occur
an overflow. It is not supposed to be a problem because, by default,
each counter is a signed 32-bit integer that can store any number
between -2,147,483,648 and 2,147,483,647, which means they will not
overflow with fewer writes than 231 − 1 divided by the average
number of activated hard locations. For instance, when n = 1, 000,
H = 1, 000, 000, and r = 451, the average number of activated hard
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1 __kernel

2 void single_scan0(

3 __constant const uchar *bitcount_table,

4 __global const ulong *bitstrings,

5 const uint bs_len,

6 const uint sample,

7 __constant const ulong *bs,

8 const uint radius,

9 __global uint *counter,

10 __global uint *selected,

11 __local uint *partial_dist)

12 {

13 uint id = get_global_id(0);

14

15 if (id < sample) {

16 ulong a;

17 uint dist;

18

19 const __global ulong *row = bitstrings + id*bs_len;

20

21 dist = 0;

22 for(uint j=0; j<bs_len; j++) {

23 a = row[j] ^ bs[j];

24 dist += popcount(a);

25 }

26 if (dist <= radius) {

27 selected[atomic_inc(counter)] = id;

28 }

29 }

30 }

Listing 1: OpenCL kernel single_scan0. It calculates one distance per
worker and lets the GPU decide how to distribute this task be-
tween workgroups and workers. It is the most straightforward
kernel and does not explore any details of the GPU architecture.
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1 __kernel

2 void single_scan1(

3 __constant const uchar *bitcount_table,

4 __global const ulong *bitstrings,

5 const uint bs_len,

6 const uint sample,

7 __constant const ulong *bs,

8 const uint radius,

9 __global uint *counter,

10 __global uint *selected,

11 __local uint *partial_dist)

12 {

13 uint id;

14 ulong a;

15 uint dist;

16 const __global ulong *row;

17

18 for (id=get_global_id(0); id < sample; id += get_global_size(0)) {

19

20 row = bitstrings + id*bs_len;

21

22 dist = 0;

23 for(uint j=0; j<bs_len; j++) {

24 a = row[j] ^ bs[j];

25 dist += popcount(a);

26 }

27 if (dist <= radius) {

28 selected[atomic_inc(counter)] = id;

29 }

30

31 }

32 }

Listing 2: OpenCL kernel single_scan1. It is just like single_scan0, but it
distributes several distances per workgroup, which, in turn, dis-
tributes the distances among their workers.
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1 __kernel

2 void single_scan2(

3 __constant const uchar *bitcount_table,

4 __global const ulong *bitstrings,

5 const uint bs_len,

6 const uint sample,

7 __constant const ulong *bs,

8 const uint radius,

9 __global uint *counter,

10 __global uint *selected,

11 __local uint *partial_dist)

12 {

13 uint dist;

14 ulong a;

15 uint j;

16

17 for (uint id = get_group_id(0); id < sample; id += get_num_groups(0)) {

18

19 const __global ulong *row = bitstrings + id*bs_len;

20

21 dist = 0;

22 j = get_local_id(0);

23 if (j < bs_len) {

24 a = row[j] ^ bs[j];

25 dist += popcount(a);

26 }

27 partial_dist[get_local_id(0)] = dist;

28

29 barrier(CLK_LOCAL_MEM_FENCE);

30

31 if (get_local_id(0) == 0) {

32 dist = 0;

33 for(uint t = 0; t < bs_len; t++) {

34 dist += partial_dist[t];

35 }

36 if (dist <= radius) {

37 selected[atomic_inc(counter)] = id;

38 }

39 }

40

41 barrier(CLK_LOCAL_MEM_FENCE);

42 }

43 }

Listing 3: OpenCL kernel single_scan2. It calculates one distance per work-
group, distributing each 64-bit integer operation per worker, and
then summing the results obtained by the workers. The sum algo-
rithm is done by only the first worker of each workgroup.
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1 __kernel

2 void single_scan3(

3 __constant const uchar *bitcount_table,

4 __global const ulong *bitstrings,

5 const uint bs_len,

6 const uint sample,

7 __constant const ulong *bs,

8 const uint radius,

9 __global uint *counter,

10 __global uint *selected,

11 __local uint *partial_dist)

12 {

13 uint dist;

14 ulong a;

15 uint j;

16

17 for (uint id = get_group_id(0); id < sample; id += get_num_groups(0)) {

18

19 const __global ulong *row = bitstrings + id*bs_len;

20

21 dist = 0;

22 j = get_local_id(0);

23 if (j < bs_len) {

24 a = row[j] ^ bs[j];

25 dist = popcount(a);

26 }

27 partial_dist[get_local_id(0)] = dist;

28

29 // Parallel reduction to sum all partial_dist array.

30 for(uint stride = get_local_size(0)/2; stride > 0; stride /= 2) {

31 barrier(CLK_LOCAL_MEM_FENCE);

32 if (get_local_id(0) < stride) {

33 partial_dist[get_local_id(0)] +=

34 partial_dist[get_local_id(0) + stride];

35 }

36 }

37

38 if (get_local_id(0) == 0) {

39 if (partial_dist[0] <= radius) {

40 selected[atomic_inc(counter)] = id;

41 }

42 }

43

44 barrier(CLK_LOCAL_MEM_FENCE);

45 }

46 }

Listing 4: OpenCL kernel single_scan3. It calculates one distance per work-
group, distributing each 64-bit integer operation per worker,
and then summing the results obtained by the workers. The
sum algorithm is a parallel reduction, in which the work-
ers split the array into two parts and sum the second part
in the first part every loop. So, the sum is calculated in
O(log2(number of workers per workgroup)). This kernel only
works when the number of workers per workgroup is a power-
of-2.
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1 __kernel

2 void single_scan4(

3 __constant const uchar *bitcount_table,

4 __global const ulong *bitstrings,

5 const uint bs_len,

6 const uint sample,

7 __constant const ulong *bs,

8 const uint radius,

9 __global uint *counter,

10 __global uint *selected,

11 __local uint *partial_dist)

12 {

13 uint dist;

14 ulong a;

15 uint j;

16

17 for (uint id = get_group_id(0); id < sample; id += get_num_groups(0)) {

18

19 const __global ulong *row = bitstrings + id*bs_len;

20

21 dist = 0;

22 j = get_local_id(0);

23 if (j < bs_len) {

24 a = row[j] ^ bs[j];

25 dist = popcount(a);

26 }

27 partial_dist[get_local_id(0)] = dist;

28

29 uint old_stride = get_local_size(0);

30 __local uint extra;

31 extra = 0;

32 for(uint stride = get_local_size(0)/2; stride > 0; stride /= 2) {

33 barrier(CLK_LOCAL_MEM_FENCE);

34 if ((old_stride&1) == 1 && get_local_id(0) == old_stride-1) {

35 extra += partial_dist[get_local_id(0)];

36 }

37 if (get_local_id(0) < stride) {

38 partial_dist[get_local_id(0)] +=

39 partial_dist[get_local_id(0) + stride];

40 }

41 old_stride = stride;

42 }

43

44 if (get_local_id(0) == 0) {

45 if (partial_dist[0] + extra <= radius) {

46 selected[atomic_inc(counter)] = id;

47 }

48 }

49

50 barrier(CLK_LOCAL_MEM_FENCE);

51 }

52 }

Listing 5: OpenCL kernel single_scan4. This kernel is just like
single_scan3, but it works with any number of workers
per workgroup. The tradeoff is that it includes an aditional step
in the parallel reduction algorithm.
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1 __kernel

2 void single_scan5(

3 __constant const uchar *bitcount_table,

4 __global const ulong *bitstrings,

5 const uint bs_len,

6 const uint sample,

7 __constant const ulong *bs,

8 const uint radius,

9 __global uint *counter,

10 __global uint *selected,

11 __local uint *partial_dist)

12 {

13 uint dist;

14 ulong a;

15 uint j;

16

17 for (uint id = get_group_id(0); id < sample; id += get_num_groups(0)) {

18 const __global ulong *row = bitstrings + id*bs_len;

19

20 dist = 0;

21 j = get_local_id(0);

22 if (j < bs_len) {

23 a = row[j] ^ bs[j];

24 dist = popcount(a);

25 }

26 partial_dist[get_local_id(0)] = dist;

27

28 uint stride;

29 for(stride = get_local_size(0)/2; stride > 32; stride /= 2) {

30 barrier(CLK_LOCAL_MEM_FENCE);

31 if (get_local_id(0) < stride) {

32 partial_dist[get_local_id(0)] +=

33 partial_dist[get_local_id(0) + stride];

34 }

35 }

36 barrier(CLK_LOCAL_MEM_FENCE);

37 for(/**/; stride > 0; stride /= 2) {

38 if (get_local_id(0) < stride) {

39 partial_dist[get_local_id(0)] +=

40 partial_dist[get_local_id(0) + stride];

41 }

42 }

43

44 if (get_local_id(0) == 0) {

45 if (partial_dist[0] <= radius) {

46 selected[atomic_inc(counter)] = id;

47 }

48 }

49 barrier(CLK_LOCAL_MEM_FENCE);

50 }

51 }

Listing 6: OpenCL kernel single_scan5. This kernel is just like
single_scan3, but it explores one more detail of many GPU
microarchitecture: the size of the warp. As the workers in the
same warp are always synchronized, there is no need to sync
them using a barrier. This specific kernel only works when the
number of workers per workgroup is a power-of-2.
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1 __kernel

2 void single_scan5_unroll(

3 __constant const uchar *bitcount_table,

4 __global const ulong *bitstrings,

5 const uint bs_len,

6 const uint sample,

7 __constant const ulong *bs,

8 const uint radius,

9 __global uint *counter,

10 __global uint *selected,

11 __local uint *partial_dist)

12 {

13 uint dist;

14 ulong a;

15 uint j;

16

17 for (uint id = get_group_id(0); id < sample; id += get_num_groups(0)) {

18 const __global ulong *row = bitstrings + id*bs_len;

19

20 dist = 0;

21 j = get_local_id(0);

22 if (j < bs_len) {

23 a = row[j] ^ bs[j];

24 dist = popcount(a);

25 }

26 partial_dist[get_local_id(0)] = dist;

27

28 for(uint stride = get_local_size(0)/2; stride > 32; stride /= 2) {

29 barrier(CLK_LOCAL_MEM_FENCE);

30 if (get_local_id(0) < stride) {

31 partial_dist[get_local_id(0)] += partial_dist[get_local_id(0) + stride];

32 }

33 }

34

35 // We do not need to sync because they all run in the same warp.

36 if (get_local_id(0) < 32 && get_local_size(0) >= 64) {

37 partial_dist[get_local_id(0)] += partial_dist[get_local_id(0) + 32];

38 }

39 if (get_local_id(0) < 16 && get_local_size(0) >= 32) {

40 partial_dist[get_local_id(0)] += partial_dist[get_local_id(0) + 16];

41 }

42 if (get_local_id(0) < 8 && get_local_size(0) >= 16) {

43 partial_dist[get_local_id(0)] += partial_dist[get_local_id(0) + 8];

44 }

45 if (get_local_id(0) < 4 && get_local_size(0) >= 8) {

46 partial_dist[get_local_id(0)] += partial_dist[get_local_id(0) + 4];

47 }

48 if (get_local_id(0) < 2 && get_local_size(0) >= 4) {

49 partial_dist[get_local_id(0)] += partial_dist[get_local_id(0) + 2];

50 }

51

52 if (get_local_id(0) == 0) {

53 partial_dist[0] += partial_dist[1];

54 if (partial_dist[0] <= radius) {

55 selected[atomic_inc(counter)] = id;

56 }

57 }

58 barrier(CLK_LOCAL_MEM_FENCE);

59 }

60 }

Listing 7: OpenCL kernel single_scan5_unroll. This kernel is exactly like
single_scan5, but it unrolls the last for since it has at most 5 loops.
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1 __kernel

2 void single_scan6(

3 __constant const uchar *bitcount_table,

4 __global const ulong *bitstrings,

5 const uint bs_len,

6 const uint sample,

7 __constant const ulong *bs,

8 const uint radius,

9 __global uint *counter,

10 __global uint *selected,

11 __local uint *partial_dist)

12 {

13 uint dist;

14 ulong a;

15 uint j;

16

17 for (uint id = get_group_id(0); id < sample; id += get_num_groups(0)) {

18 const __global ulong *row = bitstrings + id*bs_len;

19

20 dist = 0;

21 j = get_local_id(0);

22 if (j < bs_len) {

23 a = row[j] ^ bs[j];

24 dist = popcount(a);

25 }

26 partial_dist[get_local_id(0)] = dist;

27

28 uint old_stride = get_local_size(0);

29 uint stride;

30 __local uint extra;

31 extra = 0;

32 for(stride = get_local_size(0)/2; stride > 32; stride /= 2) {

33 barrier(CLK_LOCAL_MEM_FENCE);

34 if ((old_stride&1) == 1 && get_local_id(0) == old_stride-1) {

35 extra += partial_dist[get_local_id(0)];

36 }

37 if (get_local_id(0) < stride) {

38 partial_dist[get_local_id(0)] +=

39 partial_dist[get_local_id(0) + stride];

40 }

41 old_stride = stride;

42 }

43 barrier(CLK_LOCAL_MEM_FENCE);

44 for(/**/; stride > 0; stride /= 2) {

45 if ((old_stride&1) == 1 && get_local_id(0) == old_stride-1) {

46 extra += partial_dist[get_local_id(0)];

47 }

48 if (get_local_id(0) < stride) {

49 partial_dist[get_local_id(0)] +=

50 partial_dist[get_local_id(0) + stride];

51 }

52 old_stride = stride;

53 }

54

55 if (get_local_id(0) == 0) {

56 if (partial_dist[0] + extra <= radius) {

57 selected[atomic_inc(counter)] = id;

58 }

59 }

60 barrier(CLK_LOCAL_MEM_FENCE);

61 }

62 }

Listing 8: OpenCL kernel single_scan6. This kernel is just like single_scan5, but
it works with any number of workers per work. The tradeoff is an
additional step in the parallel reduction algorithm.
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locations is 1,000 and it would require at least one million writes
before any overflow is possible. Note also that it would be more
likely to saturate the memory before any overflow.

Anyway, counters may have overflow protection depending on
compiling options. By default, there is no overflow check for
performance reasons (and because it does not seem necessary).

13.4 read and write operations

The reading and writing operations are executed in two steps: first,
the address space is swept looking for the activated addresses; then,
the operation is performed in the counters. Reading operation
assemblies the bitstring according to the counters of the activated
addresses, while the writing operation changes the counters.

The iterated reading keeps reading until it gets exactly the same
bitstring (or the number of maximum interactions has been reached),
i.e., it performs ηi+1 = read(ηi) and stops when ηk+1 = ηk. If the
initial bitstring is inside the critical distance of η, it will converge to
η, but, if it is not, it will diverge and reach the maximum number of
iterations.

The framework has both Kanerva’s read and Murilo’s generalized
read. The generalization brings a parameter z, which is the exponent.
In this case, the results are floating points instead of integers, which
considerably reduces performance. When z = 1, it is precisely as the
Kanerva’s read. When z = 0, it is the Chada’s read. We also explored
how SDM would behave for different values of z.

There is another particular read operation: the weighted reading.
In the weighted reading, the value of the counters is multiplied by
a weight which depends only on the distance between the reading
address and the hard location address. The weight is retrieved from
a lookup table of integers indexed by the distance. The remaining of
the read operation is just the same.

There is also a weighted writing operation. In this case, the weight
is applied when the counters are updated, i.e., if the weight is 2, the
counters are increased twice when bits are 1, and decreased twice
when bits are 0. Just as in the weighted reading, the weights depend
only on the distance between the writing address and the hard
location address. The weights are retrieved from a lookup table of
integers indexed by the distance.
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Performance matters. A framework that does not offer cutting-edge
performance is not valuable. If an experiment takes a few seconds,
there is no point arguing whether we should try it. If it takes a few
hours, maybe we should think first. If it takes a few days — or more
—, it is important to devise a good plan. As SDM consumes large
processor and memory resources, some experiments may take a long
time.

Each scan on a 1,000-bits SDM with 1,000,000 hard locations
executes 109 bit compares through 109/64 = 15, 625, 000 XORs and
calls to the built-in popcount. So, 10,000 writes execute 1013 bit
compares, while a 6-iterative reading executes 6 · 1012 bit compares.
The heatmap of Figure 26a executed 3.05 · 1015 bit compares. For
comparison, the number of seconds since Jesus’s birth is
63,639,648,000 = 6.36 · 1010. The number of people who have ever
lived on earth is estimated to be 1, 08 · 1011. There are approximately
1.8 · 109 websites on the internet. A modern laptop can increment a
counter 5 · 108 times per second. Hence, a naive implementation of
SDM may take several hours — or days — to simply write 10,000

random bitstrings.
Amazon EC2 p3.2xlarge has generated the heatmap of Figure 26a

in 15 minutes and 3 seconds. It has compared 3.37 · 1012 bits per
second through 52.6 · 109 = 52.6 billion XORs and popcounts per
second. It is a 60-fold improvement over the first versions of the
code which took 16 hours to generate the same heatmap (and its
memory use was already optimized and the computations were
distributed in threads).

We have created a benchmark to be able to compare the
performance of different devices. So, the same performance test was
executable in our devices, with results reported in tables and figures.
The benchmark has 3 parts: (i) the first part consists of comparing
the available OpenCL kernels to find which works best for that
device; than (ii) the second part consists of comparing the linear
scanner, the thread scanner, and the OpenCL scanners with the best
kernel found in part one; finally, (iii) the third part consists of
comparing read and write operations using the thread scanner and
the OpenCL scanner with the best kernel. Each part was run for
three SDM setups: (i) n = 1, 000, r = 451, and H = 1, 000, 000; (ii)
n = 256, r = 103, and H = 1, 000, 000; and (iii) n = 10, 000, r = 4850,
and H = 1, 000, 000. The whole source code is available in the

105
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“Performance test” notebook [29]. We would like to invite the reader
to run this benchmark and, if possible, share the results.

Our first device was a personal MacBook Pro Retina 13-inch Late
2013 with a 2.6GHz Intel core i5 processor, 6GB DDR3 RAM, and In-
tel Iris GPU. It was not possible to run the 10,000-bits on this device
because there was no memory available — it needs 37.25 GB of mem-
ory. For its results, see Table 3

Our second device was an iMac Retina 5K 27-inch 2017 with a
3.8GHz Intel core i5 processor, 8GB DDR4 RAM, and a Radeon Pro
580 8G CPU. For its results, see Table 4.

Beyond that, we were also running in state-of-the-art devices: (i)
an Amazon EC2 p2.xlarge with Intel Xeon E5-2686v4 processor, 61GB
DDR3 RAM, and NVIDIA K80 GPU (see Table 5), and (ii) an Amazon
EC2 p3.2xlarge with Intel Xeon E5-2686v4 processor, 488GB DDR3

RAM, and NVIDIA Tesla V100 GPU (see Table 6).

14.1 kernels comparison

OpenCL is a framework for writing software that executes in heteroge-
neous devices [144], like CPUs, GPUs, FPGA and other co-processors
for hardware acceleration. Because they are heterogeneous, they may
differ a lot in architecture and performance, which means there is no
one-size-fits-all kernel. A kernel is generally a small function on the
code that runs in thousands of parallel threads, executing the same
steps on different parts of a large vector or matrix. The slower kernel
for one device may be the fastest for another device, as we will see
happening in our case.

A total of 8 kernels have been developed for benchmarking in our
framework: single_scan0, single_scan1, single_scan2, single_scan3,
single_scan4, single_scan5, single_scan5_unroll, and single_scan6.
Each scan uses a different algorithm to do exactly the same thing:
calculate which hard locations are inside the circle of the given
bitstring. They differ in how they split the work between
work-groups and how they explore the GPU architecture to obtain
performance gains.

The difference in which kernel is the best also depends on the SDM
setup. The best kernel for the 1,000-bits SDM in the iMac 2017 was
single_scan5_unroll with average scan time of 3.61ms; but, for the 256-
bits SDM in the same device, it was single_scan0 with average scan
time of 3.03ms; while, for the 10,000-bits SDM in the same device, it
was single_scan6 with 10.96ms (see Table 4).

We recommend users to run a specific kernel comparison test for
their own GPU and SDM settings. This is available in the Jupyter
notebooks.
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14.2 scanners comparison

In this section, we are comparing the OpenCL scanner (with the best
kernel) with the linear scanner and the threads scanner. Again,
which one is faster depends on the SDM settings. In the iMac 2017,
the fastest scanner for a 1,000-bits SDM was the OpenCL scanner
with single_scan5_unroll, but, for a 256-bit SDM, it was the threads
scanner.

What happened here is that the OpenCL kernel chosen was a
generic one which performs the scan for any SDM. It is always
possible to optimize the OpenCL kernel to a specific setting, and it
would be faster than the threads. By default, the framework chooses
a generic kernel which we believe would be reasonable for the most
common setups.

We can notice that Amazon EC2 p3.2xlarge and p2.xlarge’s linear
and thread scanners, both running on CPU, were much slower than
the CPU of both the personal MacBook Pro and the iMac 2017. As
Amazon EC2 are virtual machines with GPU devices, their CPU is
shared with other virtual machines which significantly reduces CPU
power. Hence, for both virtual machines we have tested, using the
GPU seriously boosts performance, but using the CPU should be
avoided (see Table 4)

14.3 read and write operations

Even though scanning is an important part of the operations, we are
really interested in the performance of the entirety of operations
themselves. Comparing the times of the thread and OpenCL
scanners with the times of their respective operations (either read or
write), we can notice that their difference remains almost constant,
which means the operation time itself is negligible when compared
to the scan time. In other words, in order to gain even more
performance, we have to pursue ways to improve the scan.

14.3.1 Summary of results

The results, beyond showing the obvious fact that consumer grade
hardware is not comparable to the Amazon instances, indicate a non-
trivial issue: The chosen kernel for scanning the memory is of crucial
importance to performance, and this kernel speed is a function of
both the hardware used and the particular parameters used in the
SDM settings.

It is reasonable to consider that the performance results obtained
are of particular merit, and one particular fact stands out: The
scanning of 1,000,000 hard locations has become, in the desired
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256 bits 1,000 bits 10,000 bits

Kernel Duration (ms) Duration (ms) Duration (ms)

single_scan0 8.36 23.60

single_scan1 10.43 13.22

single_scan2 23.48 47.28

single_scan3 25.51 33.06

single_scan4 42.39 40.32

single_scan5 24.42 31.51

single_scan5_unroll 22.77 27.55

single_scan6 42.18 39.48

Scanner Duration (ms) Duration (ms) Duration (ms)

Linear scan 9.07 17.98

Thread scan 5.14 10.17

OpenCL scan 8.05 12.35

Operation Duration (ms) Duration (ms) Duration (ms)

Thread write 6.72 14.13

Thread single read 5.88 11.12

OpenCL write 6.39 18.55

OpenCL single read 5.26 13.06

Table 3: MacBook Pro Retina 13-inch Late 2013 with a 2.6GHz Intel core i5
processor, 6GB DDR3 RAM, and Intel Iris GPU. The SDM settings
were: (i) n = 256, r = 103, and H = 1, 000, 000; (ii) n = 1, 000,
r = 451, and H = 1, 000, 000; and (iii) n = 10, 000, r = 4850, and H =

1, 000, 000. There is no benchmark for n = 10, 000 because memory
is not enough on either RAM or GPU—it would consume 37.25 GB
of RAM and 1.2GB of memory in the GPU. For the histogram of
durations, see Figures 28, 29, 30, and 31.

professional-grade machines, faster than the updating of the 1,000

active locations.
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(a) n = 256, r = 103, and H = 1, 000, 000

(b) n = 1, 000, r = 451, and H = 1, 000, 000

Figure 28: Kernel comparisons for MacBook Pro Retina 13-inch Late 2013

with a 2.6GHz Intel core i5 processor, 6GB DDR3 RAM, and Intel
Iris GPU.
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(a) n = 1, 000, r = 451, and H = 1, 000, 000

(b) n = 1, 000, r = 451, and H = 1, 000, 000

Figure 29: Scanner comparisons for MacBook Pro Retina 13-inch Late 2013

with a 2.6GHz Intel core i5 processor, 6GB DDR3 RAM, and Intel
Iris GPU.
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(a) n = 1, 000, r = 451, and H = 1, 000, 000

(b) n = 1, 000, r = 451, and H = 1, 000, 000

Figure 30: Read operation comparisons for MacBook Pro Retina 13-inch Late
2013 with a 2.6GHz Intel core i5 processor, 6GB DDR3 RAM, and
Intel Iris GPU.
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(a) n = 1, 000, r = 451, and H = 1, 000, 000

(b) n = 1, 000, r = 451, and H = 1, 000, 000

Figure 31: Write operation comparisons for MacBook Pro Retina 13-inch
Late 2013 with a 2.6GHz Intel core i5 processor, 6GB DDR3 RAM,
and Intel Iris GPU.
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256 bits 1,000 bits 10,000 bits

Kernel Duration (ms) Duration (ms) Duration (ms)

single_scan0 3.03 5.00 61.06

single_scan1 2.87 3.95 44.96

single_scan2 3.82 4.57 44.98

single_scan3 3.72 3.68 12.67

single_scan4 4.48 4.04 11.45

single_scan5 3.76 3.72 12.58

single_scan5_unroll 3.79 3.61 11.37

single_scan6 4.36 4.02 10.96

Scanner Duration (ms) Duration (ms) Duration (ms)

Linear scan 5.04 12.25 116.38

Thread scan 2.92 6.95 53.56

OpenCL scan 2.81 4.20 12.95

Operation Duration (ms) Duration (ms) Duration (ms)

Thread write 3.28 13.34

Thread single read 2.55 10.39

OpenCL write 2.64 7.90

OpenCL single read 2.14 5.25

Table 4: iMac Retina 5K 27-inch 2017 with a 3.8GHz Intel core i5 processor,
8GB DDR4 RAM, and a Radeon Pro 580 8G GPU. The SDM set-
tings were: (i) n = 256, r = 103, and H = 1, 000, 000; (ii) n = 1, 000,
r = 451, and H = 1, 000, 000; and (iii) n = 10, 000, r = 4850, and
H = 1, 000, 000. There is no benchmark for read and write opera-
tions with n = 10, 000 because RAM is not enough to allocate the
counters—it would consume 37.25 GB of RAM. For the histogram
of durations, see Figures 32, 33, 34, and 35.
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(a) n = 256, r = 103, and H = 1, 000, 000

(b) n = 1, 000, r = 451, and H = 1, 000, 000

(c) n = 10, 000, r = 4805, and H = 1, 000, 000

Figure 32: Kernel comparisons for iMac Retina 5K 27-inch 2017 with a
3.8GHz Intel core i5 processor, 8GB DDR4 RAM, and a Radeon
Pro 580 8G GPU.
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(a) n = 1, 000, r = 451, and H = 1, 000, 000

(b) n = 1, 000, r = 451, and H = 1, 000, 000

(c) n = 10, 000, r = 4805, and H = 1, 000, 000

Figure 33: Scanner comparisons for iMac Retina 5K 27-inch 2017 with a
3.8GHz Intel core i5 processor, 8GB DDR4 RAM, and a Radeon
Pro 580 8G GPU.
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(a) n = 1, 000, r = 451, and H = 1, 000, 000

(b) n = 1, 000, r = 451, and H = 1, 000, 000

Figure 34: Read operation comparisons for iMac Retina 5K 27-inch 2017

with a 3.8GHz Intel core i5 processor, 8GB DDR4 RAM, and a
Radeon Pro 580 8G GPU.
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(a) n = 1, 000, r = 451, and H = 1, 000, 000

(b) n = 1, 000, r = 451, and H = 1, 000, 000

Figure 35: Write operation comparisons for iMac Retina 5K 27-inch 2017

with a 3.8GHz Intel core i5 processor, 8GB DDR4 RAM, and a
Radeon Pro 580 8G GPU.
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256 bits 1,000 bits 10,000 bits

Kernels Duration (ms) Duration (ms) Duration (ms)

single_scan0 0.76 3.79 35.45

single_scan1 0.80 3.94 57.80

single_scan2 5.59 8.54 63.71

single_scan3 6.31 9.73 39.92

single_scan4 10.29 11.38 45.49

single_scan5 6.69 9.95 43.51

single_scan5_unroll

single_scan6 10.29 11.33 41.42

Scanners Duration (ms) Duration (ms) Duration (ms)

Linear scan 19.09 64.73 600.75

Thread scan 9.95 32.81 296.56

OpenCL scan 6.88 10.67 46.73

Operations Duration (ms) Duration (ms) Duration (ms)

Thread write 11.80 42.64 383.50

Thread single read 10.49 35.37 307.97

OpenCL write 8.84 19.31 122.17

OpenCL single read 7.50 11.72 55.47

Table 5: Amazon EC2 p2.xlarge with Intel Xeon E5-2686v4 processor, 61GB
DDR3 RAM, and NVIDIA K80 GPU. Running an SDM with n =

256 bits, H = 1, 000, 000, and r = 103. The SDM settings were: (i)
n = 256, r = 103, and H = 1, 000, 000; (ii) n = 1, 000, r = 451, and
H = 1, 000, 000; and (iii) n = 10, 000, r = 4850, and H = 1, 000, 000.
There is no benchmark for kernel single_scan5_unroll because it
returns the wrong result in this GPU. The problem is related to the
premises of the optimization used by this kernel, which are not true
for this GPU. For the histogram of durations, see Figures 36, 33, 34,
and 35.
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(a) n = 256, r = 103, and H = 1, 000, 000

(b) n = 1, 000, r = 451, and H = 1, 000, 000

(c) n = 10, 000, r = 4805, and H = 1, 000, 000

Figure 36: Kernel comparisons for Amazon EC2 p2.xlarge with Intel Xeon
E5-2686v4 processor, 61GB DDR3 RAM, and NVIDIA K80 GPU.
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(a) n = 1, 000, r = 451, and H = 1, 000, 000

(b) n = 1, 000, r = 451, and H = 1, 000, 000

(c) n = 10, 000, r = 4805, and H = 1, 000, 000

Figure 37: Scanner comparisons for Amazon EC2 p2.xlarge with Intel Xeon
E5-2686v4 processor, 61GB DDR3 RAM, and NVIDIA K80 GPU.
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(a) n = 1, 000, r = 451, and H = 1, 000, 000

(b) n = 1, 000, r = 451, and H = 1, 000, 000

(c) n = 10, 000, r = 4805, and H = 1, 000, 000

Figure 38: Read operation comparisons for Amazon EC2 p2.xlarge with In-
tel Xeon E5-2686v4 processor, 61GB DDR3 RAM, and NVIDIA
K80 GPU.
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(a) n = 1, 000, r = 451, and H = 1, 000, 000

(b) n = 1, 000, r = 451, and H = 1, 000, 000

(c) n = 10, 000, r = 4805, and H = 1, 000, 000

Figure 39: Write operation comparisons for Amazon EC2 p2.xlarge with In-
tel Xeon E5-2686v4 processor, 61GB DDR3 RAM, and NVIDIA
K80 GPU.
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256 bits 1,000 bits 10,000 bits

Kernel Duration (ms) Duration (ms) Duration (ms)

single_scan0 0.36 0.69 20.60

single_scan1 0.36 0.54 4.94

single_scan2 0.73 0.85 5.01

single_scan3 0.63 1.02 6.07

single_scan4 1.05 1.10 5.99

single_scan5 0.62 0.95 5.36

single_scan5_unroll

single_scan6 1.01 1.04 5.96

Scanner Duration (ms) Duration (ms) Duration (ms)

Linear scan 17.60 58.34 540.97

Thread scan 5.19 16.39 198.74

OpenCL scan 0.63 0.85 5.74

Operation Duration (ms) Duration (ms) Duration (ms)

Thread write 7.59 28.47 222.08

Thread single read 6.17 17.44 145.01

OpenCL write 2.33 8.77 80.48

OpenCL single read 1.01 1.82 13.99

Table 6: Amazon EC2 p3.2xlarge with Intel Xeon E5-2686v4 processor,
488GB DDR3 RAM, and NVIDIA Tesla V100 GPU. The SDM set-
tings were: (i) n = 256, r = 103, and H = 1, 000, 000; (ii) n = 1, 000,
r = 451, and H = 1, 000, 000; and (iii) n = 10, 000, r = 4850, and H =

1, 000, 000. There is no benchmark for kernel single_scan5_unroll
because it returns the wrong result in this GPU. The problem is
related with the premises of the optimization used by this kernel,
which are not true for this GPU. For the histogram of durations, see
Figures 40, 41, 42, and 43.
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(a) n = 256, r = 103, and H = 1, 000, 000

(b) n = 1, 000, r = 451, and H = 1, 000, 000

(c) n = 10, 000, r = 4805, and H = 1, 000, 000

Figure 40: Kernel comparisons for Amazon EC2 p3.2xlarge with Intel Xeon
E5-2686v4 processor, 488GB DDR3 RAM, and NVIDIA Tesla V100

GPU.
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(a) n = 1, 000, r = 451, and H = 1, 000, 000

(b) n = 1, 000, r = 451, and H = 1, 000, 000

(c) n = 10, 000, r = 4805, and H = 1, 000, 000

Figure 41: Scanner comparisons for Amazon EC2 p3.2xlarge with Intel Xeon
E5-2686v4 processor, 488GB DDR3 RAM, and NVIDIA Tesla V100

GPU.
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(a) n = 1, 000, r = 451, and H = 1, 000, 000

(b) n = 1, 000, r = 451, and H = 1, 000, 000

(c) n = 10, 000, r = 4805, and H = 1, 000, 000

Figure 42: Read operation comparisons for Amazon EC2 p3.2xlarge with
Intel Xeon E5-2686v4 processor, 488GB DDR3 RAM, and NVIDIA
Tesla V100 GPU.
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(a) n = 1, 000, r = 451, and H = 1, 000, 000

(b) n = 1, 000, r = 451, and H = 1, 000, 000

(c) n = 10, 000, r = 4805, and H = 1, 000, 000

Figure 43: Write operation comparisons for Amazon EC2 p3.2xlarge with
Intel Xeon E5-2686v4 processor, 488GB DDR3 RAM, and NVIDIA
Tesla V100 GPU.
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R E S U LT S ( I I ) : F R A M E W O R K VA L I D AT I O N

The framework has been validated comparing its results with the
expected results from Kanerva [104]. Thus, we run simulations
which were then compared to the theoretical analysis conducted
some decades ago.

15.1 distance between random bitstrings

As shown by Kanerva [104], the distance between two bitstrings fol-
lows a binomial distribution with mean µ = n/2 and standard devi-
ation σ =

√
n/2. For large values of n, it may be approximated by a

normal distribution with the same mean and standard deviation.
In order to validate our random bitstring generation algorithm, we

have calculated 10,000 distances between two random bitstrings with
n = 1, 000 bits. In total, 20,000 random bitstrings have been generated
during the simulation. The code is available in the “Distance between
bitstrings” notebook [29].

In figure 44, we can notice that the theoretical model and the sim-
ulation results matches. Hence, it seems the random bitstring genera-
tion algorithm works appropriately.

This also validates the algorithm used to calculate the distance
between two bitstrings. In this simulation, we have used the built-in
__popcnt() function.

(a) Full histogram (b) Zoom in the interval [400, 600]

Figure 44: Histogram of 10,000 distances between two random bitstrings
with 1,000 bits. The curve in red is the theoretical normal dis-
tribution with µ = 500 and σ =

√
500/2.

129



130 results (ii): framework validation

15.2 number of activated hard locations

In his seminal work, Kanerva proposed to use a sample of 1,000,000

hard locations in a 1,000 bits SDM. He also proposed to activate only
1,000 of them, on average. He calculated that an access radius of r =
451 would activate, on average, 0.00107185004892 of the whole space,
or, in this case, 1,071.85 hard locations.

We extended his results, calculating the distribution of the number
of activated hard locations. As each hard location has probability p =

0.00107185004892 of being activated, the probability of activating ex-
actly a out of H hard locations follows a binomial distribution with
mean µ = pH and standard deviation σ =

√
Hp(p− 1). In this case,

µ = 1071.85 and σ = 32.72.
In order to validate our scan algorithm, we have run 10,000 scans

from a random bitstring and counted the number of activated hard
locations. The code is available in the “Number of activated hard
locations” notebook [29].

In figure 45, we can notice that the theoretical model and the sim-
ulation matches. Hence, it seems that both the address space genera-
tion algorithm and the scan algorithm work properly. Notice that the
curve is almost the same for n = 1, 000 and n = 256. This difference
happens because the access radius is adjusted to get p as close as pos-
sible to 0.001, which mean they are very close, but not the same.

(a) n = 1, 000, H = 1, 000, 000,
r = 451, and p = 0.00107185

(b) n = 256, H = 1, 000, 000,
r = 103, and p = 0.00106684

Figure 45: Histogram of the number of activated hard locations in 10,000

scans from a random bitstring. The curve in red is the theoretical
normal distribution with µ = Hp and σ = p(p− 1)H.

Besides the number of activated hard locations, we have also
extended Kanerva’s results to calculate the distribution of distances
between the center of the circle and the activated hard locations. Let
A be the set of activated hard locations, ξ be the center of the circle,
and r be the access radius, then:
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P(d(a, ξ) = x|a ∈ A) = P(d(a, ξ) = x)
P(a ∈ A) (2)

=

(
n
x

)∑r
k=0

(
n
k

) (3)

In order to check Equation 3, we have calculated the distances of
the activated hard locations to the center of 1,000 random circles. The
code is available in the “Distances of activated hard locations” note-
book [29].

In figure 46, we can notice that the theoretical model and the simu-
lation matches.

Figure 46: Histogram of the distances of activated hard locations to the cen-
ter of the circles. The curve in red is the theoretical distribution
of Equation 3

15.3 intersection of two circles

Kanerva has calculated the intersection of two circles according to
the distance between their centers. The intersection is important to
understand how SDM works because it directly affects the critical
distance. When ηd is inside the critical distance, then it will
converge to η. In fact, it converges because they share a sufficient
amount of hard locations, i.e., the intersection of the circle around
ηd and η is enough to converge. For further information about the
relation between the critical distance and the intersection, see
Brogliato et al. [30].
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We have calculated the intersection between a random bitstring
(bs1) and another bitstring (bs2) exactly d bits away. The former (bs1)
is just a random bitstring. The latter (bs2) was generated randomly
flipping d bits of bs1. The code is available in the “Kanerva’s Figure
1.2” notebook [29].

In Figure 47, we can notice that we have obtained the same results
as Kanerva. It seems that the random flipping bits algorithm and the
scan algorithm work properly.

(a) Kanerva [104, Figure 1.2, p.25] (b) Generated by SDM framework with n =

1, 000

Figure 47: Number of hard locations in the intersection of circles around
two bitstrings x bits away.

15.4 storage and retrieval of sequences

Kanerva [104, Ch.8] presented an approach to store and retrieve se-
quences using k different SDMs, namely sdm1, sdm2, dots, sdmk.

Let a0,a1,a2, . . . ,an be a sequence to be stored in a k-fold mem-
ory. So, all pointers of the form ai → ai+k will be written to sdmk
memory, i.e., in sdm1, the following pointers will be written: a0 →
a1, a1 → a2, . . . , an−1 → an; while in sdm2, the following pointers
will be written: a0 → a2, a2 → a3, . . . , an−2 → an; and so forth.

We have tested the same example presented in Kanerva [104], p.85.
We wrote two sequences to a 3-fold memory: < A,B,C,D > and
< E,B,C, F >. Then, after reading the sequences < A,B,C > and
< E,B,C >, we have obtained D and F, respectively.

Each reading operation was performed summing the counters of
all activated hard locations from all three memories. For instance, to
read the sequence < A,B,C >, we have activated the hard locations
around C in sdm1, we have also activated the hard locations around
D in sdm2, and, finally, we have also activated the hard locations
around A in sdm3. After summing the counters of all those hard
locations, we evaluate the resulting bitstring just as in the original
read operation.
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The code is available in the “Sequences (Kanerva Ch 8)” notebook
[29].

The logic behind how it works is that, when reading the sequence
< A,B,C >, we have A pointing to D, while both B and C point to D
and F. Thus, D appeared more often than F and ended up being the
result.

Hence, as we have replicated the theoretical results from Kanerva,
we have one more evidence that our framework works appropriately.

15.4.1 k-fold memory using only one SDM

We have extended Kanerva’s ideas to be able to store and retrieve
sequences in k-fold memories using only one SDM (instead of k
SDMs).

Our idea was to create k random bitstrings, one for each fold. We
have performed writing and reading exactly as Kanerva’s original
idea, but, instead of writing to sdmk, we have written ai+k into the
address ai ⊕ tagk, and, instead of reading from sdmk, we have read
from address ai ⊕ tagk, where ⊕ is the exclusive or (XOR) operator.

It worked as if we had split SDM into k regions with low
intersection between two of them. So, as the interference is minimal,
they work like independent SDMs. The major disadvantage of this
approach is that memory capacity may be reached faster.

Splitting the memory into regions may be an interesting strategy
to other sorts of problems, mostly the ones which would need many
SDMs and, consequently, would use a lot of RAM.
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R E S U LT S ( I I I ) : L O S S O F N E U R O N S

In SDM, the data is written distributed among millions of hard
locations, which theoretically gives SDM robustness against loss of
neurons. In other words, SDM should keep converging correctly
even when some neurons are dead. The question is: how robust it
really is? How many neurons may die before it starts to forget
things? These questions have never been addressed before.

Looking for answers to these questions, we run simulations in
which we kept killing some neurons and checking whether SDM
remained converging to a given bitstring or not. In these simulations,
10,000 random bitstrings were written to a 1,000-bit SDM with
1,000,000 hard locations, and we choose one of them as our target.
As the bitstrings were all written exactly once, we may generalize
the results. The code is available in the “Resetting hard locations”
notebook [29].

As neurons are hard locations in SDM, when we say that a neuron
has been killed, we mean that its counters have been zeroed and a
new random bitstring address has been assigned. During our
simulations, no other bitstring has been written after the 10,000.
Consequently, as their counters will remain zero, it is exactly like
ignoring the dead hard locations in the subsequent reading
operations.

In Figure 48, we can notice that SDM is robust up to 200,000 neu-
ron deaths which are 20% of all hard locations. Its robustness is as-
tonishing. In fact, SDM begins to be significantly affected by the loss
of neurons after 600,000 neuron deaths (Figure 49) and obviously for-
gets everything when all neurons are dead.

It is interesting that 500,000 neuron deaths have a minor effect on
SDM’s recall capability (see Figure 50). It is analogous to do a hemi-
spherectomy in a person and, after the procedure, the person being
able to recall and learn almost just like before. In fact, there are clini-
cal reports of children submitted to hemispherectomy who live an al-
most normal life with minor function problems.

An important observation is that around 800,000 neuron deaths
(80% of all neurons) the critical distance becomes small, i.e., SDM
recall capacity is hugely diminished. After 900,000 neuron deaths, the
critical distance is zero, and everything has been lost.

Although there is some decrease in SDM recall after 600,000 neuron
deaths, it is curious that there is a sudden change between 900,000

(90%) and 1,000,000 (100%). In Figure 51 we can see the details of this
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Figure 48: This graph shows the SDM’s robustness against loss of neurons
in a SDM with n = 1, 000 and H = 1, 000, 000. It shows that a loss
of 200,000 neurons, 20% of the total, does not seem to affect SDM
whatsoever.

Figure 49: This graph shows the SDM’s robustness against loss of neurons
in a SDM with n = 1, 000 and H = 1, 000, 000. The more neurons
are lost, the smaller the critical distance, i.e., the worse the SDM
recall.
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non-linear change. Notice that after 950,000 even the exact clue η0
does not converge to η.

We run the same simulation for a 256-bit SDM with 1,000,000 hard
locations. The results were even more surprising, as the 256-bit SDM
seems to be more robust to loss of neurons than the 1,000-bit SDM
(see Figure 52). Notice that the loss of 50% of neurons barely affected
the 256-bit SDM... and it even remained functional when facing an
enormous loss of 90% of neurons! What these results seem to imply
is not only that the memory is extremely robust, but that a very small
expected number of neurons activated in each access radius would
preserve the most valueable information. This may have implications
as to the number of standard deviations to define the access radius,
as we will discuss in Section ??. Is there a thing such as excessive
robustness, and, if so, when does robustness become waste?1

1 Consider, for instance, error-correcting codes in Information Theory or the analogous
computer ECC memory in Electrical Engineering: tradeoffs between robustness and
waste must be considered at each design decision; Why should it be different in the
modeling of human memory?
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Figure 50: This graph shows the SDM’s robustness against loss of neurons
in a SDM with n = 1, 000 and H = 1, 000, 000. Even when 50% of
neurons are dead, SDM recall is barely affected, which is an im-
pressive result and matches with some clinical results of children
submitted to hemispherectomy.

Figure 51: This graph shows the SDM’s robustness against loss of neurons
in a SDM with n = 1, 000 and H = 1, 000, 000.
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(a) Up to 500,000 neuron deaths

(b) From 600,000 to 1,000,000 neuron deaths

Figure 52: This graph shows the SDM’s robustness against loss of neurons
in a SDM with n = 256 and H = 1, 000, 000.
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R E S U LT S ( I V ) : C R I T I C A L D I S TA N C E

One particular analysis of Kanerva’s interest is given by the limits of
recovery. That is, given an item read at a distance x from a previously
stored η, does this reading at a ηx recover the original? Suppose an
SDM is trying to read an item written at η, but the cues received
so far lead to a point of distance x from η. As one reads at ηx, a new
bitstring β is obtained, leading to Kanerva’s question: what is the new
distance from η to β? Is it smaller or larger than x? That, of course,
depends on the ratio between x and the number of dimensions of the
memory.

Kanerva [104, p.70] originally predicted a ~500-bit distance after a
point (Figure 53). The original prediction considered that the read
distance would decline when inside the critical distance and increase
afterward, converging to a ~500-bit distance. At this point, each read
would lead to a different, orthogonal, ~500-bit distance bitstring. He
analyzed specifically an SDM with 1,000 bits and 10,000 random
bitstrings written into it.

Figure 53: Kanerva’s original Figure 7.3 (p. 70) predicting a ~500-bit distance
after a point.
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As we ran the simulations, this one, in particular, struck our
attention: The new distances obtained after a read operation were
not perfectly predicted by the theoretical model. We have strictly
followed Kanerva’s configuration and, even so, we have found out
some deviations from Kanerva’s original theoretical analysis and the
results obtained by simulation.

In details, we have created a SDM with n = 1, 000, H = 1, 000, 000,
and r = 451. Then, we have generated 10,000 random bitstrings and
written them into the memory. Then, we have generated a reference
bitstring (bs_ref) and written it into the memory. Then, we have
executed the following steps with x from 0 to 1,000: (i) copy bs_ref
into a new bitstring; (ii) randomly flipped x bits of the copy; (iii)
read from the memory in the copy address; and (iv) stored the
distance between the returned bitstring and bs_ref. Finally, we have
plotted Figure 54.

(a) 1 sample for each distance x (b) 6 samples for each distance x

Figure 54: Results generated by the framework diverging from Kanerva’s
original Figure 7.3. Here we had a 1,000 bit, 1,000,000 hard lo-
cation SDM with 10,000 random bitstrings written into it, which
was also Kanerva’s configuration.

Figure 54a has a lot of noise because we have read only once for
each distance x and Kanerva has predicted the average distance. So,
we have changed the steps to run k reads and store the average new
distance. We run with k = 6, and the results can be seen in Figure
54b, which has much lower noise and still holds the divergence.

Our results show that the theoretical prediction is not accurate.
There are interaction effects from one or more of the attractors
created by the 10,000 writes, and these attractors seem to raise the
distance beyond ~500 bits (Figure 54).

Obviously, these small deviations from Kanerva’s original
theoretical predictions deserve a qualification. Kanerva was working
in the 1980s and the 1990s, and had no access to the immense
computational power that we do today. It is no surprise that some
small interaction effects should exist as machines allow us to explore
the ideas of his monumental work.
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However, when we reduced the number of random bitstrings
written in the SDM from 10,000 to only 100, the results reflected very
well the Kanerva’s theoretical expectation (Figure 55a). This result
strengthens our hypothesis that the disparities in the computational
outcomes are due to the interaction effect of high numbers of
different attractors. In Figure 55b we can notice that the more
random bitstrings are written, the stronger the attractors.

(a) 100 writes (b) Steps of 1,000 writes

Figure 55: Results generated by the framework similar to Kanerva’s original
Figure 7.3. Here we have a 1,000 bit, 1,000,000 hard location SDM
with (a) just 100 random bitstrings written into it and (b) steps of
1,000 random bitstrings written into it.

To obtain the results from Figures 54 and 55, we had to write
10,000 random bitstrings to an SDM, and then randomly choose one
of those bitstrings to be our origin. Finally, we randomly flipped
some bits from the origin bitstring and executed a reading operation
in the SDM. Thereby, in order to show the interaction effects more
clearly, we changed the single read for a 15-iterative read. As we can
see in Figure 56, after a distance of 500 bits, all bitstrings converged
to 500-bit distance bitstrings, just as described by Kanerva.

Hence, our understanding is that the attractors are just preventing
the bitstrings to converge directly to 500-bit distance bitstrings,
requiring more reading steps to do so. They are in other orthogonal
bitstrings’ critical distance, but sufficiently far not to converge in a
single read.

Going further in the analysis, we calculated the probability of
missing a bit when reading from SDM. After all, that is how Kanerva
has originally found the curve. To do this, we used the following
equations from our previous work [30]. Let d be the distance to the
target, h be the number of hard locations activated during reading
and write operations, s be the number of total stored bitstrings, H be
the number of total hard locations, w be the number of times the
target was written into SDM, θ be the total random bitstrings in all h
hard locations activated by read operation, and φ(d) be the average
number of shared hard locations activated two bitstrings d bits away.
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Figure 56: This graph shows the interaction effects more clearly. As we
change the single read to a 6-iterative read, the effect has van-
ished, and all bitstrings above x = 500 have converged to 500-bit
distance bitstrings. Here we have precisely the same configura-
tion of Figure 54, except for the iterative read.

θ =
sh2

H
−w ·φ(d) (4)

P(miss|bit = 0) = 1− P

(
θ∑
i=1

Xi <
sh2

2H

)
(5)

P(miss|bit = 1) = P

(
θ∑
i=1

Xi <
sh2

2H
−w ·φ(d)

)
(6)

P(miss) =
1

2
· [P(miss|bit = 0) + P(miss|bit = 1)] (7)

For details and the proof of this equation, see Brogliato et al. [30].
Although Kanerva has found a formula for φ(d) through an
unsolved integral, and de Pádua Braga and Aleksander [57] have
proposed another way to calculate φ(d), we have used our
framework to estimate the values of d. In order to do that, we used a
Monte Carlo approach, generating many pairs of random bitstrings
d bits away from them and calculating the average number of shared
hard locations between them. The code is available in the “Calculate
critical distance” notebook [29].

Kanerva’s settings according to the parameters of the equation
were: s = 10, 000, H = 1, 000, 000, and w = 1. We have calculated
φ(d) as explained, and h = H · 2−n∑r

i=0

(
n
i

)
, where n = 1, 000 and
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r = 451. Finally, h = 1, 071.85 and changing d from 0 to 1000, we got
Figure 57.

Figure 57: Kanerva’s original Figure 7.3 generated using the equations from
Brogliato et al. [30].

As one can easily notice, we have got exactly the same curve as
Kanerva. Both his and our model expect that, after reading, say, from
550 bits of distance from a written bitstring, we should obtain the
expected n/2 equator distance. This question has intrigued us, and
here we look for a more analytic explanation than merely interference
from the other written attractors. Let us turn back to mathematics to
study this anomaly.

17.1 a deviation from the equator distance?

Kanerva writes1:

You have done an incredibly thorough analysis of SDM. I
like the puzzle in your message and believe that your
simulations are correct and to be learned from. So what
to make of the difference compared to my Figure 7.3 (and
your Figure 57)? I think the difference comes from my
not having accounted fully for the effect of the other
9,999 vectors that are stored in the memory. You say in it

1 Email thread ‘SDM: A puzzling issue and an invitation’, started March 16th 2018, in
which we discussed the aforementioned discrepancy. To think that some centuries
ago, all scientific publishing was the exchange of such letters.
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“Our results show that the theoretical prediction is not
accurate. There are interaction effects from one or more
of the attractors created by the 10,000 writes, and these
attractors seem to raise the distance beyond 500 bits
(Figure 54).”

I think that is correct. It also brings to mind a comment
Louis Jaeckel made when we worked at NASA Ames. He
pointed out that autoassociative storage (each vector is
stored with itself as the address) introduces
autocorrelation that my formula for Figure 7.2 did not
take into account. When we read from memory, each
stored vector exerts a pull toward itself, which also
means that each bit of a retrieved vector is slightly biased
toward the same bit of the read address, regardless of the
read address. We never worked out the math.

This is an important observation. A hard location is activated
because it shares many dimensions with the items read from or
written onto it. Imagine the ‘counter’s eye view’: each individual
counter ‘likes’ to write on its own corresponding bit-address value
more than it likes the opposite; as each hard-location has a say in its
own area — and nowhere else.

Let x and y be random bitstrings and n be the number of
dimensions in the memory; let xi and yi be the i-th bit of x and y,
respectively; and d(x,y) be the Hamming distance. Whilst the
probability of a shared bit-value between same dimension-bits in two
random addresses is 1/2, an address only activates hard-locations
close to it. Let us call these shared bitvalues a bitmatch in dimension i.

So, what is the probability of bitmatches given that we know the
access radius r between the address and a hard-location?

Theorem 9. Each dimension has a small pull bias, which can be mea-

sured by P(xi = yi|d(x,y) 6 r) =
∑r
k=0

(
n−1
k

)∑r
k=0

(
n
k

) .

Proof. The left-hand expression P(xi = yi|d(x,y) 6 r) computes the
probability of a bitmatch in i, given that we know that x and y are in
the access radius defined by r, i.e., d(x,y) 6 r.

Applying the law of total probability to the left-hand expression
we obtain

r∑
k=0

P(xi = yi|d(x,y) = k 6 r)P(d(x,y) = k|d(x,y) 6 r) (8)

We also know that
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P(xi = yi|d(x,y) = k) =
n− k

n
(9)

P(d(x,y) = k|d(x,y) 6 r) =

(
n
k

)∑r
j=0

(
n
j

) (10)

Hence,

P(xi = yi|d(x,y) 6 r) =
∑r
k=0

n−k
n

(
n
k

)∑r
j=0

(
n
j

) (11)

Finally, the combinatorial identity

n− k

n

(
n

k

)
=

(n− k)

n

n!
(n− k)!k!

=
(n− 1)!

k!(n− 1− k)!
=

(
n− 1

k

)
(12)

closes the theorem.

Theorem 9 is valid for both “x written at x” (autoassociative
memory) and “random written at x” (heteroassociative memory).
When n = 1, 000 and r = 451,
P(xi = yi|d(x,y) 6 r) = p = 0.552905498137. Each bit of a hard
location does indeed have a small pull bias. What is meant by this is
that each particular dimension has a small preference toward
positive values if its address bit is set to 1, and negative values if set
to 0.

Lemma 10. Let r be the access radius given that f percent of the hard
locations are activated. Then, limn→∞ r/n = 1/2.

Proof. As the bits of the hard locations’ addresses are randomly
chosen, the distance between two hard locations follow a Binomial
distribution with n samples and probability 0.5 (B(n, 0.5)). For n
sufficiently large, the Binomial distribution can be approximated by
a Normal distribution, i.e., B(n, 0.5)→ N(µ = n/2,σ2 = n/4).

Let Φ(x) be the cdf of the standard normal distribution. Let z =
r−n/2√
n/2

. Thus, P(d(x,y) 6 r) = Φ(z). As f = P(d(x,y) 6 r), then,
f = Φ(z).

Calculating the inverse, z = Φ−1(f). Then,

z = Φ−1(f) (13)
r−n/2√
n/2

= Φ−1(f) (14)

r =
n

2
+Φ−1(f)

√
n

2
(15)

r

n
=
1

2
+Φ−1(f)

1

2
√
n

(16)
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Therefore, n→∞⇒ r/n→ 1/2.

Lemma 11. Let Φ(x) be the cdf of the standard normal distribution. Then,
n → ∞ ⇒ P(xi = yi|d(x,y) 6 r) = 1

2
Φ(z1)
Φ(z2)

, where z1 = 2r−n+1√
n−1

and

z2 =
2r−n√
n

.

Proof. From the approximation of the Binomial distribution B(a, 0.5)
by the Normal distribution N(µ = a/2,σ2 = a/4), we conclude that,
for a sufficiently large, the cdf of the Binomial is approximately equal
to the cdf of the Normal distribution. Thus,

1

2a

b∑
k=0

(
a

k

)
= Φ

(
b− a/2√
a/2

)
= Φ

(
2b− a√

a

)
Thus,

b∑
k=0

(
a

k

)
= 2aΦ

(
2b− a√

a

)
The result comes directly from applyting the equation above in

P(xi = yi|d(x,y) 6 r).

Theorem 12. The autocorrelation vanishes when n → ∞, i.e.,
limn→∞ P(xi = yi|d(x,y) 6 r) = 1/2.

Proof. From Lemma 10, we know that r = n/2 for n sufficiently large.
Thus, replacing r = n/2 in Lemma 11, P(xi = yi|d(x,y) 6 r) = Φ(z1)

2Φ(z2)
,

where z1 = 1√
n−1

and z2 = 0.

As n→∞, z1 → 0, and P(xi = yi|d(x,y) 6 r) = Φ(0)
2Φ(0) = 1/2.

Another way to proof is to divide into two cases:
Suppose that n is an even integer, then,

r∑
k=0

(
n

k

)
=

n/2∑
k=0

(
n

k

)
=
1

2

n∑
k=0

(
n

k

)
=
2n

2
= 2n−1

And, also,

r∑
k=0

(
n− 1

k

)
=

n/2∑
k=0

(
n− 1

k

)

=
1

2

[
n−1∑
k=0

(
n− 1

k

)
−

(
n− 1

n/2

)]

=
1

2

[
2n−1 −

(
n− 1

n/2

)]
= 2n−2 −

1

2

(
n− 1

n/2

)
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Finally,

P(xi = yi|d(x,y) 6 r) =
∑r
k=0

(
n−1
k

)∑r
k=0

(
n
k

) (17)

=
2n−2 − 1

2

(
n−1
n/2

)
2n−1

(18)

=
2n−2

2n−1
−
1

2n

(
n− 1

n/2

)
(19)

=
1

2
−
1

2n

(
n− 1

n/2

)
(20)

Stirling’s approximation yields that, for n sufficiently large,(
n
n/2

)
∼ 2n√

πn/2
. Thus, 1

2n

(
n
n/2

)
∼

√
2√
πn

, which yields

limn→∞ 1
2n

(
n
n/2

)
= 0. Finally, as

(
n−1
n/2

)
6
(
n
n/2

)
, by the squeeze

theorem, limn→∞ 1
2n

(
n−1
n/2

)
= 0, which closes the proof for n even.

When n is an odd integer, the steps of the proof are similar. There-
fore, the proof is complete.

In Figure 58, with n = 10, 000 and r = 4, 845, we can notice that the
autocorrelation has reduced significantly as predicted by Theorem
12. In fact, in this case, using Lemma 11, P(xi = yi|d(x,y) 6 r) =

0.5168761116022098.

Figure 58: The same setup as in Figure 54, but for n = 10, 000. It shows
that the interference has almost gone away when n is sufficiently
large.

So far we have looked only at a single pair of bitstrings, the proba-
bility of a single bitmatch between bitstrings within the access radius
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distance. Now let us consider the number of activated hard locations
exhibiting this bitmatch.

Let h be the number of activated hard locations. As the probability
of activating a specific hard location is constant, h ∼ Binomial(H,p1).
Thus, E[h] = µh = Hp1 and V[h] = σ2h = Hp1(1− p1), where p1 =

2−n
∑r
k=0

(
n
k

)
.

Let Z be the number of activated hard locations with the same bit
as the reading address. Then, Z =

∑h
i=1 Xi, where Xi ∼ Bernoulli(p),

where p = P(xi = yi|d(x,y) 6 r).

Theorem 13. Given a reading address x and a dimension i, the number of
activated hard-locations with bitmatches at i follows a normal distribution
with E[Z] = µZ = pµh and V[Z] = σ2Z = p(1− p)µh + p2σ2h.

Proof. As P(973 < h < 1170) = 0.997, by the central limit theorem, Z
may be approximated by a normal distribution.

By the central limit theorem, Z is normally distributed.
Applying the law of total averages and the law of total variance,

E[Z] = E[E[Z|h]] = E[ph] = pE[h] = ph, and V[Z] = E[V[Z|h]] +

V[E[Z|h]] = E[hp(1− p)] + V[ph] = p(1− p)E[h] + p2V[h] = hp(1−

p) + p2Hp1(1− p1).
Applying the law of total variance, V[Z] = E[V[Z|h]] + V[E[Z|h]] =

E[hp(1 − p)] + V[ph] = p(1 − p)E[h] + p2V[h] = p(1 − p)µh + p2σ2h.

See Figure 59 for a comparison between the theoretical model and
a simulation.

Figure 59: Given an address x and a dimension i, how many hard locations
with bitmatches in i are activated by reading at x? The histogram
was obtained through numerical simulation. The red curve is the
theoretical normal distribution found in Theorem 13.
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17.2 counter bias

The previous theorems show that there is bias in the counters. Let us
analyze the ith counter of a hard location.

Let s be the number of bitstrings written into memory (in our case,
s = 10, 000) and addri be the ith bit of the hard location’s address.

Let θ be the average number of bitstrings written in each hard
location. As there are s bitstrings written into the memory, and the
probability of activating a specific hard location is constant,
θ ∼ Binomial(s,p1). Thus, E[θ] = µθ = sp1 and
V[θ] = σ2θ = sp1(1− p1).

Let Yi be the number of bitmatches in the i of a hard location’s
address after s written bitstrings. Then, Yi =

∑θ
k=1 Xk.

Theorem 14. Given the number of written bitstrings s, E[Yi] = µY = pµθ
and V[Yi] = σ

2
Y = p(1− p)µθ + p

2σ2θ.

Proof. Applying the law of total expectation,
E[Y] = E[E[Y|θ]] = E[pθ] = pE[θ] = pµθ.

Applying the law of total variance, V[Y] = E[V[Y|θ]] + V[E[Y|θ]] =
E[θp(1−p)]+V[pθ] = p(1−p)E[θ]+p2V[θ] = p(1−p)µθ+p

2σ2θ.

During a write operation, the counters are incremented for every
bit 1 and decremented for every bit 0. So, after swrites, there will be θ
bitstrings written in each hard location with Yi bitmatches and θ− Yi
non-bitmatches. Thus, [cnti|addri = 1] = (Yi)− (θ−Yi) = 2Yi−θ and
[cnti|addri = 0] = θ− 2Yi.

Theorem 15. E[cnti|addri = 1] = µcnt = (2p− 1)µθ and V[cnti|addri =
1] = σ2cnt = 4p(1− p)µθ + (2p− 1)2σ2θ.

Proof. E[cnti|addri = 1] = E[2Yi − θ] = E[2Yi] − E[θ] = 2E[Yi] − µθ =

2pµθ − µθ = (2p− 1)µθ.
Applying the law of total variance, V[cnti|addri = 1] = V[2Yi −

θ] = E[V[2Yi − θ|θ]] + V[E[2Yi − θ|θ]].
Let us solve each part independently. Thus,
V[2Yi − θ|θ] = V[2Yi|θ] = 4V[Yi|θ] = 4V[

∑θ
k=1 Xk] = 4θp(1− p).

E[V[2Yi − θ|θ]] = E[4θp(1− p)] = 4p(1− p)E[θ] = 4p(1− p)µθ.
Finally,
E[2Yi − θ|θ] = 2E[Yi|θ] − E[θ|θ] = 2pθ− θ = (2p− 1)θ.
V[E[2Yi − θ|θ]] = V[(2p− 1)θ] = (2p− 1)2V[θ] = (2p− 1)2σ2θ.

Theorem 16. E[cnti|addri = 0] = −µcnt and V[cnti|addri = 1] = σ2cnt.

Proof. Notice that [cnti|addri = 0] = −[cnti|addri = 1]. Thus,
E[cnti|addri = 0] = −E[cnti|addri = 1] and
V[cnti|addri = 0] = V[cnti|addri = 1].
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In summary,

[cnti|addri = 1] ∼ N(µcnt,σ2cnt) (21)

[cnti|addri = 0] ∼ N(−µcnt,σ2cnt) (22)

In our case, p = 0.5529, s = 10, 000, and H = 1, 000, 000, so
[cnti|addri = 1] ∼ N(µ = 1.1341,σ2 = 10.7184). For “random at x”,
p = 0.5, so µ = 0 and σ2 = 10.7185. See Figure 60.

(a) addri = 1 (b) addri = 0

Figure 60: The value of the counters after s = 10, 000 writes shows the auto-
correlation in the counters in autoassociative memories (“x at x”).
The histogram was obtained through simulation. The red curve
is the theoretical normal distribution found in equations (21) and
(22).

Finally,

P(cnti > 0|addri = 1) = P(cnti < 0|addri = 0) = 1−N.cdf(0)
(23)

For “random written at x”, p = 0.5 implies µcnt = 0, which implies
P(cnti > 0|addri = 1) = P(cnti < 0|addri = 0) = 0.5, independently
of the parameters because they will only affect the variance and the
normal distribution is symmetrical around the average.

However, for “x written at x”, p = 0.5529 and the probabilities
depend on s. For s = 10, 000, they are equal to 0.6354. For s = 20, 000,
they are equal to 0.6867. For s = 30, 000, they are equal to 0.7232. The
more random bitstrings are written into the memory, the more the
hard locations point to themselves.

Let D be the number of counters aligned with addri. The standard
deviation was calculated using the fact that
[D|θ] ∼ Binomial(1000,q = P(cnti > 0|addri = 1, θ)).

Applying the law of total variance,
V[D] = E[V[D|θ]] + V[E[D|θ]] = E[1000q(1 − q)] + V[1000q] =

1000E[q− q2] + 10002V[q] = 1000E[q](1− E[q]) + 1000(1000− 1)V[q],
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where E[q] =
∑
θ P(cnti > 0|addri = 1, θ)P(θ) and

E[q2] =
∑
θ[P(cnti > 0|addri = 1, θ)]2P(θ).

Doing the math, E[q] = 0.402922 and E[q2] = 0.634433. Thus,
V[q] = E[q2] − (E[q])2 = 0.0004166. Hence, V[D] = 648.2041. See
Figure 61 and notice that I still have to figure out why the mean is
correct, but the standard deviation is not.

(a) “random at x” (b) “x at x”

Figure 61: Autocorrelation in the counters in autoassociative memories (“x
written at x”). The histogram was obtained through simulation.
The red curve is the theoretical distribution.

17.3 read bias

Now that we know the distribution of cnti|addri, we may go to the
read operation. During the read operation, on average, h hard loca-
tions are activated and their counters are summed up. So, for the ith
bit,

acci =
h∑
k=1

cntk (24)

Let η be the reading address and ηi the ith bit of it. Then, let’s
split the h activated hard locations into two groups: (i) the ones with
the same bit as ηi with Z hard locations, and (ii) the ones with the
opposite bit as ηi with h−Z hard locations.

[acci|ηi] =
Z∑
k=1

[cntk|addrk = ηi] +

h−Z∑
k=1

[cntk|addrk 6= ηi] (25)

Each sum is a sum of normally distributed random variables, so
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Z∑
k=1

[cntk|addrk = η1] ∼ N(µ = µcntµZ,σ2 = σ2cntµZ + µ2cntσ
2
Z)

(26)
h−Z∑
k=1

[cntk|addrk 6= η1] ∼ N(µ = −µcnt(1− p)µh,σ2 = σ2cnt(1− p)µh + µ2cntσ
2
h−Z)

(27)

In our case,
∑Z
k=1 [cntk|addrk = 1] ∼ N(µ = 672.12,σ2 = 7113.87),

and
∑Z
k=1 [cntk|addrk = 1] ∼ N(µ = −543.49,σ2 = 5752.54). See Fig-

ure 62 — we can notice that the average is correct but the variance is
too small.

(a) Equation 26 (addrk = 1) (b) Equation 27 (addrk = 0)

Figure 62: The histogram was obtained through simulation. The red curve
is the theoretical normal distribution.

Hence,

[acci|ηi = 1] ∼ N(µ = (2p− 1)2µθµh,σ2 = σ2cntµh + 2µ2cntσ
2
h)

(28)

[acci|ηi = 0] ∼ N(µ = −(2p− 1)2µθµh,σ2 = σ2cntµh + 2µ2cntσ
2
h)

(29)

In our case, [acci|ηi = 1] ∼ N(µ = 128.62,σ2 = 12865.69), and
[acci|ηi = 0] ∼ N(µ = −128.62,σ2 = 12865.69). See Figure 63 — we
can notice that the variance issue from Figure 62 has propagated to
these images.

Finally,
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(a) Equation 28 (ηk = 1) (b) Equation 29 (ηk = 0)

Figure 63: The histogram was obtained through simulation. The red curve
is the theoretical normal distribution.

P(wrong) = P(acci < 0|ηi = 1) · P(ηi = 1) + P(acci > 0|ηi = 0) · P(ηi = 0)
(30)

=
Nηi=1.cdf(0)

2
+
1−Nηi=0.cdf(0)

2
(31)

=
Nηi=1.cdf(0)

2
+

Nηi=1.cdf(0)
2

(32)

= Nηi=1.cdf(0) (33)

Using the empirical variance of σ2 = 27838.3029124, we calculate
P(wrong) = 0.22037771219874325.

In order to check this probability, I have run a simulation reading
from 1,000 random bitstrings (which have never been written into
memory) and calculate the distance from the result of a single read.
As the P(wrong) = 0.22037, I expected to get an average distance
of 220.37 with a standard deviation of 13.10. See Figure 64 for the
comparison between the simulated and the theoretical outcomes.

Figure 65 shows the new distance between ηd and read(ηd), where
ηd is d bits away from η. As for d > 520 there is no intersection
between η and ηd, our models applies and explains the horizontal
line around distance 220.

17.4 critical distance of 209

The critical distance is defined as d where P(miss) = d/n, or, in
Figure 57, the point where the curve meets with the identity function
(the black diagonal line). Thus, we plot a zoom-in of Figure 57 around
d = 209 in Figure 66 using the same equations [30]. It was surprising
that the meeting does not happen at d = 209, but around d = 221.

To confirm that the critical distance is not around 209, but around
221, we also plot a zoom-in of Figure 54 around d = 209 in Figure 67.
In order to reduce the noise, we increased the samples to k = 180.
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Figure 64: The histogram was obtained through simulation. The red curve
is the theoretical normal distribution.

Figure 65: New distance after a single read operation in a bitstring ηd,
which is d bits away from η. The new distance was calculated
between ηd and read(ηd). Notice that when d > 520, the intersec-
tion between η and ηd is zero, which means there is only random
bitstrings written into the activated hard locations. The distance
220 equals 1000 · 0.220 which is the probability find in Figure 64.
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Figure 66: Zoom-in around d = 209 of Figure 57.

Figure 67: Zoom-in around d = 209 of Figure 54.
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Dr. Murilo observed that the models of Kanerva’s read (z = 1) and
Chada’s read (z = 0) were simple variations of a generalized read
with an exponent z, which suggests experimenting with different
values. Mathematically, let A be the set of the counters of the
activated hard location, and ci be the counter of the ith bit. Then,

si =
∑
c∈A

ci
|ci|

|ci|
z

The sum of |ci|
z turns the intermediate values from integers to

floating point numbers. Thus, we have developed a specific read
operation which stored the intermediate values in double variables.

The results, however, have not yielded performance improvements.
Though for z 6 1 results are comparable to z = 1, for z > 1, the system
shows an evident deterioration, with a smaller critical distance and
faster divergence at large-distance reads. This is shown in Figures 68

and 69.
We understand that the critical distance is an important parameter

of SDM. The bigger the critical distance, the better, because SDM is
able to converge even with farther clues. For z > 1, the bigger the z,
the smaller the critical distance. For z = 6, the critical distance almost
reaches zero.

It is interesting that Kanerva has proposed z = 1 without realizing
the generalized reading. Even so, he proposed the z with the highest
critical distance.
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(a) SDM behavior when z ∈ {0.1, 0.2, 0.3, 0.4, 0.5, 1}

(b) SDM behavior when z ∈ {1.5, 3, 4.5, 6}

Figure 68: (a) and (b) show the behavior of a single read. As stated pre-
viously, we can see a deterioration of convergence, with lower
critical distance as z > 1. Another observation can be made here,
concerning the discrepancy of Kanerva’s Fig 7.3 and our data. It
seems that Kanerva may not have considered that a single read
would only ‘clean’ a small number of dimensions after the critical
distance. What we observe clearly is that with a single read, as the
distance grows, the system only ‘cleans’ towards the orthogonal
distance 500 after a number of iterative readings.
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(a) z ∈ {0, 1}

(b) z ∈ {0, 0.5, 1, 1.5, 3, 4.5, 6}

Figure 69: (a) and (b) show the behavior of Figure 68, now executed with
6-iterative reads. What we observe clearly is that with a single
read, as the distance grows, the system only ‘cleans’ towards the
orthogonal distance 500 after a number of iterative readings.
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A P P L I C AT I O N

Supervised classification problem consists of categorizing data into
groups after seeing some samples from each group. First, it is
presented pieces of data with their categories. The algorithm learns
from these data, which is known as the learning phase. Then, new
pieces of data are presented and the algorithm must classify them
into the already known groups. It is named “supervised” because
the algorithm will not create the groups itself. It will learn the
groups during the learning phase, in which the groups have already
been defined and the pieces of data have already been classified into
them.

Although this problem has already been studied (REF), our
intention here is to show that a pure SDM may also be used to
classify data. Fan and Wang [71] has used SDM to solve a
classification problem, recognizing handwriting letters from images,
but he used a mix of genetic algorithm with SDM, which is very
different from the original SDM described by [104]. Even though his
algorithm has classified properly, we were intrigued whether a pure
SDM would also classify successfully.

Hence, we have developed a supervised classification algorithm
based on a pure SDM as our main memory. Our goal was to classify
noisy images into their respective letters (case sensitive) and numbers.
For some examples, see Figure 70.

Figure 70: Examples of noisy images with uppercase letters, lowercase let-
ters, and numbers.

The images had 31 pixels of width and 32 pixels of height, totaling
992 pixels per image1. Each image was mapped into a 1,000-bit
bitstring in which the bits were set according to the color of each
pixel of the image. So, white pixels were equal to bit 0, and black

1 A crucial note is in order. While others have proposed similar models [94], in no way
is it claimed here that these bitstrings should form a plausible representation of let-
ters in the human mind (See, for instance, Hofstadter [93] for a marvelous discussion
of the subtleties and fluidity involved in that process). These letters should merely be
seen as invariant patterns that are processed by the memory, which is able to capture
their underlying invariant structure even when presented only under heavy noise.
Recall that any rezising, any rotation, or any mere shifting of these letters will take
them out of the critical distance for SDM reading.
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pixels to bit 1. The eight remaining bits were all set to zero. This was
a bijective mapping (or one-to-one mapping), i.e., there was only one
bitstring for each image, and there was only one image for each
bitstring.

A total of 62 classification groups have been trained in the SDM. For
each of them, it was generated a random bitstring. Thus, the groups’
bitstrings were orthogonal between any two of them. There is one
image for each of the 62 groups in Figure 71. Notice that the memory
has never seen a single image without noise.

Figure 71: One noisy image for each of the 62 classification groups.

The association of images to groups was stored as sequences in
SDM, as detailed by Kanerva [104] in Chapter 8. During the learning
phase, the image bitstrings were stored pointing to their group’s
bitstrings, i.e., write(addr=bs_image, datum=bs_label). Thus, in
order to classify an unknown image, we only had to read from its
address and check which group has been found.

During the learning phase, we have generated 100 noisy images
for each character. The images had 5% of noise, i.e., 5% of their
pixels have been randomly flipped. For example, see the generated
images for letter A in Figure 72. Then, we have written the
classification group bitstring into the bitstring associated to each
noisy image, i.e., write(bs_image, bs_label). For a complete image
training set, see Appendix XYZ.
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Figure 72: 100 noisy images generated to train label A.

Finally, we have assessed the performance of our classifier. We had
done it in three different scenarios: high noise (20%), low noise (5%)
and no noise. See Figures 73 and 74 for images with 20% noise and
no noise. The low noise scenario had the same noise as the training
set. For each scenario, we had classified 620 unknown images with
ten images per group.

Figure 73: Images generated using a 20% noise for the high noise scenario.

The performance was calculated as the percentage of hits for each
group. We did not expect the same performance for all groups
because some groups become very similar to other depending on the
noise level, and this similarity may even confuse a person (see
Figure 75).

In the no noise scenario, the classifier has hit all characters, except
letter “l” which was wrongly associated with the group of “i”. We be-
lieve that it happened because the classifier had never seen an image
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Figure 74: Images generated for the no noise scenario.

with no noise and the difference between the images of “l” and “i” is
smaller than the critical distance. So, both groups have been merged
and it converged to only one of them. In our simulation, it happened
to be the group of “i”.

In the low noise scenario, it has made few mistakes. It correctly
classified all images but some from characters “b”, “e”, “f”, “l”, “t”,
and “9”. It completely classified “l” images to the “i” group. In the
other cases, it made just a few mistakes. See Figure 76 to check the
images and their classification.

The high noise scenario is the most interesting, because, even in a
high noise level, the classifier has hit most of the characters. It has hit
all images for 44 out of 62 groups and made at least one miss for the
other 18 groups. The misses may be seen in details in Figure ??.

The critical distance plays an important role in the classification
error. As we have 62 groups and each has been trained with 100

images, there were 6,200 writes to the memory. When an image is
being classified, it will have to converge to a group, and the
convergence depends on the distance between this image and the
images from the training set, i.e., in the noise level.

In our simplified scenario, there is neither translation nor rotation.
Future work may explore how sensible this classification algorithm
is to these operations. We expect that, with proper training, the
algorithm will remain classifying the images with a good hit rate.

These results show that the SDM may be used as a supervised
classification algorithm. Although we do not believe that the
mapping between images and bitstrings are even close to the way
human cognition deals with images, we believe the results are
exciting and useful to many possible real-world problems.
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(a) “i”, “l”, and “r” with 20% noise.

(b) “i”, “l”, and “r” with 5% noise.

(c) “c”, “d”, and “o” with 20% noise.

(d) “c”, “d”, and “o” with 5% noise.

(e) “G”, “O”, and “Q” with 20% noise.

(f) “G”, “O”, and “Q” with 5% noise.

Figure 75: Images of different characters which may be confusing depend-
ing on the noise level.
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(a) Images from character “b which were classified as [b, b, b, h, b, o, b, h, b, b],
respectively. It has made 3 misses.

(b) Images from character “e which were classified as [e, e, e, e, e, e, e, e, o, e],
respectively. It has made 1 miss.

(c) Images from character “f which were classified as [i, f, f, I, I, I, f, f, f, f], respectively.
It has made 4 misses.

(d) Images from character “l” which were classified as [i, i, i, i, i, i, i, i, i, i], respec-
tively. It has missed them all as if both groups have been merged.

(e) Images from character “t” which were classified as [t, t, t, t, t, t, t, i, t, t], respec-
tively. It has made 1 miss.

(f) Images from character “9” which were classified as [9, 9, 0, 9, 9, 9, 0, 0, 9, 9],
respectively. It has made 3 misses.

Figure 76: Characters in the low noise scenario in which the classifier has
made at least one mistake. In all the other cases, it correctly clas-
sified the images. We may notice that the groups of “i” and “l”
have been completely merged by the classifier, because it cannot
distinguish them, not even with no noise.
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(a) Images from character “B” which were classified as [S, B, B, B, B, B, B, B, B, B]. It
has made 1 mistake.

(b) Images from character “O” which were classified as [G, G, O, O, O, O, O, O, O,
O]. It has made 2 mistakes.

(c) Images from character “T” which were classified as [T, T, T, T, T, I, T, T, T, T]. It
has made 1 mistake.

(d) Images from character “Y” which were classified as [Y, I, Y, Y, Y, Y, Y, Y, Y, Y]. It
has made 1 mistake.

(e) Images from character “b” which were classified as [o, o, o, b, o, h, h, b, b, o]. It
has made 7 mistakes.

(f) Images from character “c” which were classified as [c, c, c, c, c, o, c, c, c, o]. It has
made 2 mistakes.

(g) Images from character “e” which were classified as [e, o, e, o, o, o, e, o, o, e]. It
has made 6 mistakes.

(h) Images from character “f” which were classified as [I, I, I, I, i, I, I, I, I, I]. It has
missed them all.
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(i) Images from character “i” which were classified as [i, i, i, I, i, i, i, i, I, i]. It has
made 2 mistakes.

(j) Images from character “j” which were classified as [j, j, j, I, I, j, j, j, j, I]. It has made
3 mistakes.

(k) Images from character “l” which were classified as [I, i, I, I, I, I, i, I, I, i]. It has
missed them all.

(l) Images from character “n” which were classified as [u, n, n, n, n, n, u, u, u, h]. It
has made 5 mistakes.

(m) Images from character “q” which were classified as [q, q, q, q, q, q, q, q, q, g]. It
has made 1 mistake.

(n) Images from character “t” which were classified as [I, r, I, i, I, i, i, i, I, i]. It has
missed them all.

(o) Images from character “1” which were classified as [1, I, 1, I, 1, 1, I, I, 1, I]. It has
made 5 mistakes.

(p) Images from character “7” which were classified as [7, 7, 7, I, 7, I, I, 7, 7, 7]. It has
made 3 mistakes.
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(q) Images from character “8” which were classified as [8, 6, 6, 6, 8, d, 8, 8, d, 6]. It
has made 6 mistakes.

(r) Images from character “9” which were classified as [9, 0, 6, 0, 9, 0, 0, 9, 0, 0]. It
has made 7 mistakes.

Figure 75: Characters in the high noise scenario in which the classifier has
made at least one mistake. In all the other cases, it correctly clas-
sified the images.
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A P P L I C AT I O N

Image noise filtering consists in removing the noise from an input,
in our case an image. Our images are black & white images, and the
noise is generated randomly flipping some of their pixels from black
to while and vice versa. In Figure 76, we may see an image with
different levels of noise, from 0% to 45% in steps of 5%. It makes no
sense to apply 50% of noise as it would absolutely randomize the
image.

Figure 76: Progressive noise into letter “A”, from 0% to 45% in steps of 5%.

The images have 30 x 30 pixels, totaling 900 pixels per image. Each
image is mapped into a bitstring of 1,000 bit in which the bits are set
according to the color of each pixel of the image. White pixels are
assigned to bit 0, and black pixels to bit 1. The 100 remaining bits
are all set to zero. This is a bijective mapping (or one-to-one) from
images and bitstrings, i.e., there is one, and only one, bitstring for
each image, and vice versa.

In the learning phase, 200 noisy images were generated and
written into SDM. Half of the letter “I” and half of the letter “T” (see
Figure 77). They were written into their own addresses, i.e.,
write(address=bs_image, datum=bs_image), following, for instance,
Hong and Chen [94], Marshall and Meeden [135].

Then, in order to test the filtering, we just have read from noisy
images, and the results were remarkable. We were able to clean
images up to 42% of noise (see Figure 78). While SDM has never
seen a clean version of the letters, it just learned from the learning
phase which pixels have appeared more frequently and choose them.

A simplified mathematical analysis would be: During the learning
phase, 200 images with 15% of noise were written to SDM, so, the
average distance between them and the clean image was 150 bits.
Thus they shared, on average, 175 hard locations with the clean
image. In these 175 hard locations, the counter’s value for a black
pixel mapped to bit 1 was (1− 0.15) · 200− 0.15 · 200 = 140. Finally,
let’s analyze the reading. When reading from a noisy image with
42% of noise, the average distance between the noisy image and its
clean image is 420, which means they share, on average, 6 hard
locations. As the average number of activated hard locations is 1,072,
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(a) Letter “I” with 15% of noise.

(b) Letter “T” with 15% of noise.

Figure 77: Training images written into the SDM. They were written in their
own addresses — write(address=bs_image, datum=bs_image).

(a) Steps of reading from letter “T” with 42% of noise

(b) Steps of reading from letter “I” with 42% of noise

Figure 78: In order to test the SDM as a noise filter, we read from noisy
images expecting to get a clean image. It is interesting to highlight
that SDM has never seen a clean version letters “T” and “I”.

the sum of their counters will be, on average,
Y = 6 · 140 −

∑1072−6
i=1 Xi, where Xi is a Bernoulli trial with
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probability 0.5. Hence, P(black pixel) = P(Y > 0) =

P(6 · 140 −∑1072−6
i=1 Xi > 0) = P(

∑1066
i=1 Xi < 840) = 99.99%. But,

when reading from a noisy image with 45% of noise, the average
number of hard locations shared with the clean image is only 3.
Thus the sum of the activated hard locations’ counters will be, on
average, 3 · 140 −

∑1072−3
i=1 Xi, and

P(black pixel) = P(
∑1069
i=1 Xi < 420) = 1.28 · 10−12. The probability

abruptly drops from 100% to 0% when the noise goes from 42% to
45% (see Figure 79). The analysis for while pixels is exactly the same,
but with opposite signs. The code to calculate this probability is
available in “Noise filter - Math analysis” notebook [29].

This is a simplified analysis because it does not take into
consideration the hard locations shared by the different letters. It
works fine for our example because letters “I” and “T” are almost
orthogonal and share, on average, only one hard location.

Figure 79: Probability of getting the right pixel when reading from an image
with noise p. It assumes that SDM was trained with 200 images
with 15% noise.

If the intersection between images becomes too high, the noise filter
stops working properly. We have confirmed it writing the letters “B”,
“C”, “D” and the numeral “8”. They share a high number of hard
locations, and our noise filter could not filter their noise correctly.
The training sets can be seen in Figure 80 and the results in Figure
81.

A possible solution to this interference problem is to use labels.
Each label has a random bitstring, which will be chunked with the
images before writing into SDM. Hence, before reading, we also have
to chunk the image with the label — which means we need to know
the label of each image. The chunk was done using the exclusive
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(a) Letter “B” with 15% of noise. (b) Letter “C” with 15% of noise.

(c) Letter “D” with 15% of noise. (d) Letter “8” with 15% of noise.

Figure 80: Training images in which the intersection between images
is too high. They were written in their own addresses —
write(address=bs_image, datum=bs_image).

Figure 81: When the intersection between images becomes too high, there
appears some interference in the resulting image. All cases have
10% noise. We can notice that the empty space on the right side
of the “C” letter generates some white pixels on the right side of
both “B” and “D” letters.
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Figure 82: Using labels solves the interference problem when the intersec-
tion between images becomes too high. All cases have 20% noise.

OR (XOR) operator, i.e., bs_chunck = bs_image⊕bs_label. In other
words, we run write(address=bs_chunk, datum=bs_label) during the
training, and read(address=bs_chunk) during the testing. We used the
same training set as before, and the results can be seen in Figure 82.

The chunk through exclusive OR (XOR) works because of Theorem
17, which says that chunking the images with labels will generate, on
average, orthogonal bitstrings. Thus, these orthogonal bitstrings will
not interfere with each other because they share, on average, only one
hard location.

The disadvantage of using labels is that it requires classification
of the images. In our example, we just used the correct label with
each image, but we could have used our classification algorithm as a
pre-processing step, and only then run the noise filter.

Theorem 17. If v1 and v2 are random bitstrings, then
∀a,b, E [d(a⊕ v1,b⊕ v2)] = n/2.

Proof. Let A = {i|ai = bi} be the indexes in which the bits of a are
equal to the bits of b, and B = {i|ai 6= bi} be indexes in which the bits
of a are different from the bits of b. Thus,
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d(a⊕ v1,b⊕ v2) =
n∑
i=1

d(ai ⊕ vi1,bi ⊕ vi2)

=

n∑
i=1

(ai ⊕ vi1)⊕ (bi ⊕ vi2)

=

n∑
i=1

(ai ⊕ bi)⊕ (vi1 ⊕ vi2)

=
∑
i∈A

(ai ⊕ bi)⊕ (vi1 ⊕ vi2) +
∑
i∈B

(ai ⊕ bi)⊕ (vi1 ⊕ vi2)

For i ∈A, ai ⊕ bi = 0, and follows:

(ai ⊕ bi)⊕ (vi1 ⊕ vi2) = 0⊕ (vi1 ⊕ vi2)
= vi1 ⊕ vi2
= d(vi1, vi2)

Hence, E
[∑

i∈A d(a
i ⊕ vi1,bi ⊕ vi2)

]
= E

[∑
i∈A d(v

i
1, vi2)

]
= |A|/2,

because v1 and v2 are random bitstrings and their average distance is
half the number of bits.

For i ∈ B, ai ⊕ bi = 1, and follows:

(ai ⊕ bi)⊕ (vi1 ⊕ vi2) = 1⊕ (vi1 ⊕ vi2)
= d(1, vi1 ⊕ vi2)

Hence,
E
[∑

i∈B d(a
i ⊕ vi1,bi ⊕ vi2)

]
= E

[∑
i∈B d(1, v

i
1 ⊕ vi2)

]
= |B|/2.

Finally, E [d(a⊕ v1,b⊕ v2)] = |A|/2+ |B|/2 = n/2, since |A|+ |B| =

n
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U N S U P E RV I S E D R E I N F O R C E M E N T L E A R N I N G

Reinforcement learning has increasing prominence in the media
after AlphaZero has won all games from both the best chess
grandmasters in the world and the best chess engines. What is
incredible about these victories is that AlphaZero has almost no
knowledge about chess game and has learned all its movement
playing against itself for 4 hours. Basically, it knows only the valid
movements and had to learn everything from scratch, which it did
using a reinforcement learning algorithm1 [178, 179].

Reinforcement learning is a machine learning algorithm which
learns from the rewards of its actions. So, it receives the game state
as input, it decides which action will be taken, and then it learns
from the rewards of all the actions it has chosen. In theory, it learns
after each reward feedback it receives, improving its decision over
time and presenting intelligent behavior. A positive reward would
indicate that the chosen action should be encouraged, while a
negative reward would indicate the opposite. In some algorithms,
there may be a neutral reward which would indicate that the chosen
action was neither positive nor negative. How each type of reward
should be handled depends on each algorithm. For further
information, see Sutton and Barto [188].

We have done some experiments with an SDM as a memory for
a TicTacToe player. Basically, it receives the current board state and
returns which action should be played. At the end of the game, it
receives both the sequences of boards and the winner and is supposed
to learn from them.

In our approach, there were 9 possible actions: one for each cell of
the TicTacToe game. Action 1 means playing in the first cell of the
first row; action 2 means playing in the second cell of the first row;
and so one. Figure 83 shows the TicTacToe board numbering and the
link between each cell and its respective action.

Our algorithm to decide what should be played is simple: it reads
the current board from SDM and then it chooses the valid action with
the highest score. To calculate the scores, the bitstring is split into 9

parts, one per action (Figure 83). The number of bits 1 in each part
indicates the score of its respective action.

After a game has finished, it is time to learn from its decisions. Our
algorithm has three rewards: positive, negative, and neutral. It always

1 See also the recent work on modern machine learning and reinforcement learning
[3, 200]
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1 2 3

4 5 6

7 8 9

Action 1 Action 2 Action 3 · · · Action 9

b0 b1 b2 b3 b4 b5 · · · bk

k bits per action

Figure 83: Each action is a cell in the TicTacToe board and is mapped to slice
of the bitstring.

b0

→ x

b1

→ o x

b2

→
x

o x

b3

→
x

o x

o
b4

→

x x

o x

o
b5

→
x x o

o x

o
b6

→
x x o

o x

x o
b7

Figure 84: Example of a game with 7 movements in which X wins.

learns from both players, no matter who wins or if it was a draw. The
winner’s sequence of actions feeds our positive reward learning. The
loser’s sequence of actions feeds our negative reward learning. If it is
a draw, both sequences feed our neutral reward learning.

Each board state has a unique random bitstring. For instance, each
board in Figure 84 has its own unique random bitstring. Thus, if a
specific board state is reached again, SDM will return the scores for
each action.

Let b0,b1,b2, . . . ,bn be the board sequence of the game (see Figure
84). In order to learn, our algorithm will map each action which goes
from bk to bk+1 to a reward bitstring and then will write a pointer
from bk to this reward bitstring, i.e., write(bs_board, bs_reward).

The reward bitstring may be a positive, negative, or neutral
bitstring. The positive reward bitstring is randomly generated and
then only the bits related to the action will be set to 1 (see Figure ??).
The negative reward bitstring is also randomly generated and then
only the bits related to the action will be set to 0. Finally, the neutral
reward bitstring is only a random bitstring.
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Action 1 · · · Action k · · · Action 9

0 1 0 1 · · · 1 1 1 1 · · · 1 0 0 1

random bits all ones random bits

Figure 85: Positive reward bitstrings used in our reinforcement learning al-
gorithm.

The idea behind these reward bitstrings is to increase the score
of positive rewards (all bits set to 1), and to decrease the score of
negative rewards (all bits set to 0). The neutral reward will have, on
average, half of its bits 1 and the other half 0. Thus, it is in the middle
of a positive reward and a negative reward.

Let the b be the sequence of boards and a be the sequence of
actions, then b0

a0−→ b1
a1−→ b2

a2−→ · · · an−1−−−→ bn. Suppose there is a
winner, thus the winner’s actions will be the sequence
an−1,an−3,an−5, . . . , while the loser’s actions will be the sequence
an−2,an−4,an−6, . . . .

The positive reward learning will be writing the following
pointers in SDM: bn−1 → an−1, bn−3 → an−3, and so on. The
reward bitstring of an−1 will have all bits set to one in an−1’s slice.
All other bits will be random.

The negative reward learning will be writing the following point-
ers in SDM: bn−2 → an−2, bn−3 → an−3, and so on. The reward bit-
string of an−2 will have all bits set to zero in an−2’s slice. All other
bits will be random.

If it is a draw, all actions will be mapped to the neutral reward
bitstring, which is simply a random bitstring.

There are also weights associated with positive, negative, and
neutral rewards. They are used to indicate what goal is more
important. For instance, if SDM should try to win in the first place,
no matter if it may lead to losing, the weight of the positive reward
should be higher than the others. But, if it is more important not to
lose, then the weight of the negative reward should be higher.

In the very beginning, SDM is empty, and its counters are zeroed.
So, any reading will result in a random bitstring, because it will flip a
coin for all counters. Thus, the chosen action will be random, as their
scores will follow a binomial distribution. It is precisely the desired
behavior — we play randomly until we learn. In fact, it will happen
every time an unknown board is seen.

Internally, every board is mapped into a random bitstring and
passed to SDM. As every two boards are, on average, orthogonal,
SDM knows nothing about the boards themselves, neither whether
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they are consecutive or not. It knows only the score of the actions
according to the games it has seen and learned from. Hopefully, the
actions will lead to a victory or a draw.

In more details, the next movement decision consists in one read
from SDM, resulting in a bitstring. Then the scores of the actions are
calculated counting the number of 1 in each part of the bitstring. The
chosen action is the one which is valid and has the highest score.

21.1 training

Our algorithm learned playing games against opponents. We had
four types of opponents: (i) another SDM player, (ii) a random player
whose actions are always random; (iii) a smart player whose actions
wins when it can, block the opponent when it can, or are random;
and (iv) a human player.

The weights of the rewards were chosen to prevent losing. Thus the
weight of the negative reward was 5, while the weight of the positive
reward was 2 and the neutral was 1. This choice are in accordance
to Prospect Theory, which is a behavioral economic theory and states
that losses hurt more than gains feel good [103].

Every learn cycle had two parts: (i) 100 games learning and (ii) 100

games testing. So, it has never learned during the testing phase and
has not affected the measure of the statistics.

21.2 results

When playing against the random player, SDM has already started
improving after the first 100 training games. Its winning rate
converges quickly to around 80%, while the drawing rate starts to
grow after 2,000 games and keeps rising until the end. The losing
rate keeps decreasing until it reaches cycles of 100 games without
any loss. See Figure 86.

When playing against the smart player, SDM has started learning
how not to lose during the first training cycles. The drawing rate
grows quickly in the first 500 games and slowly since then. The
winning rate grew to around 20% and remained there until 6,000

games, while the drawing rate kept increasing. Then, after learning
how not to lose, SDM started learning how to win, since, after 7,000

games, the winning rate started to increase. See Figure 87.
When playing against another SDM player, both player quickly

learns how not to lose. During the first 100 testing games, without
any learning game, they have behaved like two random players.
After the 100 training games, they have learned how not to lose, and
the drawing rate grows quickly, reaching 100%. See Figure 88.

When playing against mixed players, SDM has also adapted. In
Figure 89, it has played 6,000 games against the random player, the
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smart player, and another SDM player. In each cycle, one of them
was randomly chosen. The number of losses over time is decreasing,
whereas the number of wins and draws change a lot. It is easy to
notice when the other SDM player was chosen since all games in that
cycle have drawn.
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(a) Losses over time

(b) Results over time

Figure 86: Results playing against the random player. Each cycle was made
of 100 games for training, and then 100 games for measuring
statistics.
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(a) Losses over time

(b) Results over time

Figure 87: Results playing against the smart player. Each cycle was made
of 100 games for training, and then 100 games for measuring
statistics.
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(a) Losses over time

(b) Results over time

Figure 88: Results playing against another SDM player. Each cycle was made
of 100 games for training, and then 100 games for measuring
statistics.
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(a) Losses over time

(b) Results over time

Figure 89: Results playing against a randomly chosen player between ran-
dom player, smart player, and another SDM player. Each cycle
was made of 100 games for training, and then 100 games for mea-
suring statistics.
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R E S U LT S ( I X ) : I N F O R M AT I O N - T H E O R E T I C A L
W R I T E O P E R AT I O N

My advisor, Alexandre Linhares, has proposed another write
operation: an information-theoretical weighted write. In it, the sum
of the counter’s value is weighted based on the distance between
each hard location’s address and the reading address. The logic
behind it is to vary the importance of each hard location inside the
circle. It is only natural that one encodes an item in closer hard
locations with a stronger signal, and a natural candidate for this
signal function is the amount of information contained in the
distance between the item and each hard location. Closer hard
locations have lower probabilities and therefore should encode more
information.

Note that this is not the first time in which a weighted function
has been applied to writing in SDM — Hely et al. [90] suggest a
rather complex spreading model based on floating point signals in
the interval [0.05, 1.0] — they were, however, only able to test their
model with 1,000 hard locations.

Consider the following. Information Theory [53] let us compute the
precise amount of information in an event when given its probability
p, through the measure of self-information:

I(p) = −log2(p)

Now, given any two n-sized bitstrings, the probability of their
Hamming distance being exactly d is given by P(X = d) = 2−n

(
n
d

)
,

and the probability of it being at most d is:

P(X 6 d) = 2−n
d∑
i=0

(
n

i

)
But we must consider that not all hard locations are activated in

each write operation, which changes our probability function. Thus,
let r be the access radius then:
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P(X = d|X 6 r) =
P((X = d)∩ (X 6 r))

P(X 6 r)

=
P(X = d)

P(X 6 r)
, as d 6 r

=
2−n

(
n
d

)
2−n

∑r
i=0

(
n
i

)
=

(
n
d

)∑r
i=0

(
n
i

) , d 6 r

And the probability of it being at most d is:

P(X 6 d|X 6 r) =

∑d
i=0

(
n
i

)∑r
i=0

(
n
i

) , d 6 r

As expected, P(X 6 d|X 6 r) = 1 when d = r.
Hence the weighted write would, on each hard location, sum (or

subtract) using the following weights, as seen in Figure 90:

w(d) = − log2 (P(X = d|X 6 r)) = − log2

(
n

d

)
+ log2

r∑
i=0

(
n

i

)
, d 6 r

The initial results of this Shannon write operation can be seen in
Figure 91 and seem promising. It seems that, when n = 1, 000,
H = 1, 000, 000, r = 451, and 10,000 written random bitstrings, the
critical distance increased from around 221 to around 250. This
increase may be interpreted as an improvement in SDM, because it
would converge to the correct bitstring even for farther bitstrings.
Note that 29 additional bits imply an attractor area 229 times larger
than the original. This Shannon write may affect memory capacity
[48, 49, 180] — possibly increasing it. Another point to keep in mind
is that, since the modulus of the vectors are not uniform in this
approach, the shape of the attractor may have asymmetries. Whereas
these are just some initial tests, the idea seems meritorious so far. As
for future research, we will execute all tests in the thesis and
compare this Shannon write with the original Kanerva model.
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(a) w(d),d ∈ {1, 2, ...,n}.

(b) w(d) for the desired range.

(c) Stepwise bw(d)c for fast integer computation.

Figure 90: Shannon write operation: Computing the amount of information
of a signal to each hard location in its access radius. (a) entirety
of the space; (b) region of interest; (c) Fast integer computation is
possible through a stepwise function.
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(a) Write process weighted by the amount of information
contained in the distance between the written bitstring
and each hard location

(b) Zoom in Figure 91a

(c) Behavior of weighted write operation according to the
distance from the center and the number of items previ-
ously stored in the memory

Figure 91: Behavior of the critical distance under the information-theoretic
weighted write operation when n = 1, 000, H = 1, 000, 000 and
r = 451.
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C O N C L U S I O N

The most exciting phrase to hear in science, the one that
heralds new discoveries, is not ‘Eureka!’ (I found it!) but
“That’s funny...”
— Isaac Asimov

Sparse Distributed Memory is a viable model of human memory,
yet it does require researchers to (re-)implement a number of parallel
algorithms in different architectures.

We provide a new, open-source, cross-platform, highly parallel
framework in which researchers may be able to create hypotheses
and test them computationally with minimal effort. The framework
is well-documented for public release at this time
(http://sdm-framework.readthedocs.io), it has already served as the
backbone of Chada’s Ph.D. thesis [40]. The single-line command
“pip install sdm” will install the framework on posix-like systems,
and single-line commands will let users test the framework, generate
some of the figures from Kanerva’s theoretical predictions in their
own machines, and — if interested enough —, test their own
theories and improve the framework, and the benchmarks used to
evaluate the framework, in open-source fashion. It is our belief that
such work is a necessary component towards accelerating research
in this promising field.

Here are interesting questions that have been considered during
this work, but have had to be left for future research.

23.1 another ‘funny thing’ . . .

Over the course of this work we looked into a ‘funny thing’ that had
appeared in my master’s thesis: the graphs of convergence did not
reflect the original expectations put forth by Kanerva, and neither my
own previous calculations. These numerical results pointed us back
to the math and to some interesting random variables not studied
before.

Another funny thing that has appeared in my master’s thesis was
that the critical distance collapsed when the network was exclusively
writing ‘random-at-x’. This is something I would like to look into but
have not had the time to conduct a proper study yet.
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23.2 magic numbers

Kanerva suggests, in his book, the use of 1,000 dimensions and
1,000,000 hard locations. More recently, he suggested the use of
10,000 dimensions, and on personal discussions suggested that this
should be a minimum; as he has been concerned in latent semantic
analysis and seems to be the proper scale in that application.

Each parameter set choice like this will lead to particular numbers
— many of them emergent —, such as the access radius size, critical
distance, memory capacity, and so forth. For example, the number of
dimensions n leads to the number of standard deviations available
on the space: 2

√
n. One then must choose a proper multiple m ×

σ: Kanerva (and most in the literature) have been using m = 3, as
µ − 3σ selects approximately 1/1000 of the space. These constants
will determine the size of the access radius. Then one must choose
the number of hard locations, which will determine how many hard-
locations are activated on average; and so on and so forth...

One intriguing question here is: is there a ‘better’ number of
dimensions and hard locations? If so, can such numbers be better
studied algebraically or numerically? How should these parameters
be compared? What are the tradeoffs that should be considered?
What are the ‘best’ benchmarks possible?

23.3 symmetrical , rapidly accessible , hard locations

A hypercube with n dimensions can be divided by two hypercubes
with n− 1 dimensions. Is there an algorithm that separates the area
of each hard location in such a form that there exists a function
mapping each bitstring in {0, 1}n to the set of hard locations it
‘belongs to’? Though this would break Kanerva’s assumption of a
randomly yet uniformly distributed set of hard locations — for a
perfectly symmetrical set of hard locations —, there could be large
performance gains if such a mapping function from a bitstring to its
corresponding set of nearest hard locations exists. Note that others
have attempted heuristic approaches to this1.

Consider the hypercube with n dimensions. We want to select a
subset of its vertices with cardinality 220 that is symmetrically
distributed over the space. Afterward, ∀b ∈ {0, 1}n, we want an
algorithm A that yields the particular list of hard locations for b and
all hard locations respect the desired properties of the memory.

A reduction from measuring the distance to 220 hard locations to
a computation of 210 hard locations might yield astonishing

1 Kanerva [105] has recently mentioned that ‘The computationally most efficient imple-
mentation of it, by Karlsson [115], is equivalent to the RAM-based WISARD of Alek-
sander et al. [4].’ Note, however, that Karlsson’s model may introduce non-uniform
asymmetries in the space, and seems to require a staggering O(2n) hard-locations.
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performance gains, depending, of course, on our optimistic
assumptions concerning existence and complexity of such algorithm.
At large scales of computing, the very ability to perform some
experiments is a function of sheer performance. The horizon of
experiments — and possibly of knowledge — expands as a function
of computational demands. A little more on this will follow below.

23.4 “i” versus “l”

The classification algorithm had some problems classifying the
patterns “i” and “l”, due to the low distance between them. In this
case, SDM could not discriminate the differences — it has only
considered the big picture. Although this behavior is close to how
humans see things, we also have the ability to zoom and focus on
the details, clearly discerning letter “i” from letter “l”.

I have run the classification algorithm under the MNIST database of
handwritten digits [63]. First, SDM has been trained with the 60,000

training images, and then it classified the 10,000 testing images. In
these initial tests, the memory has given the correct classification for
79.22% of the images, which is inferior to the specialized algorithms.
For instance, in 1998, LeCun et al. [122] have developed algorithms
which achieve from 88% through a linear classifier, to 99.7% through
a convolutional net. For a review of algorithms’ performance in the
MNIST database, see [63].

Looking into the reason behind images incorrectly classified, I have
found that the issue is very related to the “i” versus “l” issue. Some
handwritten digits are very close to others, and a “2” or a “7” may
look like a “1”, for instance. So, how can we solve this issue without
using anything specific to images? Machine learning algorithms use
specific techniques to improve performance. I would like to unveil
a solution psychologically closer to how we behave — even if that
eventually leads to lower performance.

An unexplored idea is to use multiple SDMs which communicate.
A first SDM would write the whole picture, just like we have done.
Another SDM would write specific regions of the image, just like our
eye focusing on specific regions. When reading, they may compose
the counters and give a more precise classification.

23.5 deep learning , multiple sdms — and the incredible

animal behavior of dr . linhares

There is the intention of studying what, if any, capabilities do
multiple SDMs have... yet it is probably advisable to leave the
following comments as originally made by my advisor, Dr. Linhares.
To quote:
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System 1 System 2

Unconscious Reason-
ing

Conscious Reasoning

Implicit Explicit

Automatic Controlled

Low Effort High Effort

Large Capacity Small Capacity

Rapid Slow

Default Process Inhibitory

Associative Rule-Based

Contextualized Abstract

Domain Specific Domain General

Evolutionarily Old Evolutionarily Recent

Nonverbal Linked to language

Includes recognition,
perception, orientation

Includes rule following, comparisons,
weighing of options

Modular Cognition Fluid Intelligence

Independent of work-
ing memory

Limited by working memory capacity

Non-Logical Logical

Parallel Serial

Table 7: Dual process theories.

Those deep neural networks... alphaGo... alphazero...
very impressive, and to me very right and proper in a
sense and also very wrong and misguided in another. I
have not seriously studied the topic. Eric Nichols
explained it to me in a napkin, and I watched some
youtube videos and browsed the books. So what follows,
like all great science, is completely based on gossip and
hearsay, prejudice and anecdote. Or at least that’s how I
believe all great hunches over what is promising and what
is a dead-end come from; that aesthetic sense that forms
over time and seems to guide us towards what feels
beautiful and correct and away from what seems foolish
and wasteful...

So here is my hunch: SDM is System 1 and System 1 is SDM
(e.g., as in Table 23.5). I haven’t seen anyone say this out
loud, but Kanerva has pretty much nailed system 1 — I
feel he is at least 90% right.
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(a) Bongard problem 71

(b) Bongard problem 72

(c) Bongard problem 73

Figure 92: Bongard problems 71 - 73, courtesy of noted Bongardologist, Dr.
Harry Foundalis. What distinguishes the boxes on the left hand
side to those on the right hand side?

You know those animals that create those burrows
underground, creatures like the prairie dogs? There,
underground, they build all sorts of passageways from
here to where they want to go; and in the process they
discover all that can’t be passageway. What can’t be
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(a) Bongard problem 74

(b) Bongard problem 75

(c) Bongard problem 76

passageway — what can’t be corridor — will never be
used as passageway, by definition. And most of the world
can’t be passageway. Think about the animal behavior:
endless dead-end nooks and cranies yet the beast won’t
give up! To me it’s all very similar to what these systems
seem to be doing... it seems they are crafting and
molding a model of their problem; discovering what
can’t be passageway and finding some other route, very
tortuous if need be... You have these monstrous networks
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(a) Bongard problem 77

(b) Bongard problem 78

(c) Bongard problem 79

creating layers upon layers in which they differentiate
and distribute the errors throughout all the nooks and
cranies of, say, a domain like the game of Go. Then, after
some biblical number-crunching, it seems that there may
be a very subtle way... however tortuous, however tight,
however improbable, however unconfortable.

And these machines are exhibiting intelligence. The
victories in the game of Go seem to have shown that
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alphaGo did have vague, non-explicit, non-formal, but
very strong intuitions about what the nooks and cranies
of the Go universe looks like. So here is what I like and I
find beautiful: These gigantic clusters of inter-related
micro impressions that the system has acquired and can
relate to. I imagine multiple SDMs exchanging
information; gossiping to each other about all the
dead-ends out there and trying to find some tiny
tortuous pathway, and it feels to me that that’s a good
and proper way to move forward in research.

But it feels like a mistake to say that that is thinking. It’s
not. It is to me a great model of someone getting so
attuned into an area that they are able to simply flow
through tasks; in the positive psychology sense of the
word flow. It’s very powerful and very intelligent: but it
is a form of intelligence without thinking. Intelligence
that can’t make leaps from one arena to another;
Intelligence that can’t work on Bongard problems. So
what I would fear as a dead-end in research would be to
have another AI winter... decades of massive, massive
number-crunching and machine learning of this type... in
disregard to big questions such as the interaction of
short-term memory with SDM and, again, tasks like
Bongard problems (Figure 92). Bongard problems
demand high-gossip between system 1 and system 2;
they demand a high dose of imagination and mental
imagery manipulation; they demand discrimination and
demand clusterization, among many other things that
have been spelled out before by Bongard [24], Hofstadter
[92], Linhares [128] and the landmark, deep, study being
Foundalis [76].

Cognitive Science has to study the plausible interaction
between system 1 and system 2. We can’t continue to
study, say, a silly, implausible, model of system 1 and a
great model of system 2 (or vice-versa). We need both
system 1 and system 2 to be plausible, in the
psychological sense and in the neuroscientific sense.
AlphaGo, for instance, has this wonderful model of the
game, reflecting many of the properties of system 1... but
then falls back into silliness as soon as it turns to the
other side of the problem: it uses montecarlo methods in
very efficient fashion to probe some 70,000 thousands of
positions per second and go on to to the next probing of
this wonderful system 1...
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It works; it is impressive; it is intelligent; but it is not
thinking; and it hasn’t thought us much about our
cognition.

Hofstadter has nailed the interactions and the content...
analogies, fluid concepts, things seen through a different
perspective, abstract roles, variations on a theme, etc.
Kanerva has nailed system 1, long-term-memory, and its
theoretical neuroscience; micro neuro-firings bringing a
memory back to life. Isn’t it time to work on System 2

models that are counterparts to SDM — in fact, isn’t it
obvious that that’s our glaring omission? Attaching
something as beautiful as SDM to, say, some centralized
hyper-efficient montecarlo algorithm is nothing short of
heresy against all the gods of science for which the
villain shall be put to death without clemency or mercy.
Seems like the only reasonable path going forward...

23.6 not a real conclusion

Project Observation

Source-code C, OpenCL, Python (NVIDIA CUDA, FP-
GAs desirable in the future)

Step-by-step notebook
studies

replication and dissemination of studies

Documentation of
framework

100+ pages currently

Open-Source Creative
Commons Book

Under consideration (to be created from
this thesis)

Collection of SDM
links, results, resources

modeled after ‘Awesome Machine
Learning’[142] and ‘Awesome Artifi-
cial Intelligence’[126] lists, community
managed

Slides from the Jupyter
Notebooks

online course, currently in planning
phase

Videos following the
Course Slides

online course, currently in planning
phase

Table 8: Desiderata of open-source, creative-common deliverables, longer-
term. Some of these items are mature for wide dissemination,
whereas others are in planning phase. For an online SDM course,
for instance, we might partner with a Ph.D. program in the Teach-
ing of Mathematics and Physics, such as IM/UFRJ [96], who are
intent on developing and measuring the effects of new educational
tools.
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Let us revisit, in these concluding thoughts, the emphasis
employed over speed of computation. At first sight, that might seem
like a typical objective of efficiency in computer science. But we are
not only interested in the computer science effects here — the
ambition is different. More important than this ‘computer-sciency’
goal, i.e., a beautiful, clean, efficient algorithm with the primary
effect of enhanced speed, however, is the secondary effect on the
sociology of science: communities form around open-source code,
specialists in a particular arena magnify the capabilities of the code,
debates and meetings are regularly held, and deep divisive
disagreements lead to community splits in multiple potential
directions of exploration. In a very real sense, given a shared code to
work and experiment on, we can see farther.

Beyond speed, I have also strived for ease of use and replicable
studies. All the simulations and graphics generated in this thesis are
promptly available to be re-executed and explored by those
interested. Most importantly, they also serve as a tutorial for learning
about the framework’s design, and perhaps as a teaching tool for
SDM itself. I have generated a Docker image, which makes it even
easier to explore the framework by delegating heavy computational
work to cloud services. After running the container, a Jupyter
Notebook is available with sdm-framework and other tools already
installed. We invite the reader to take a look and explore a little bit.

The overarching intention here is to not only provide a starting
point, but to provide a documented Framework in which SDM
research can be conducted. Consider having the ability to compare
the results of a new (‘forked’) model to the previous ‘best’ (under a
particular benchmark set). For example, some of the benchmarks
that we plan to develop in future research are: how fast is
convergence through iterative reading? How large is the attractor of
the critical distance? How well does the system filter noise? How
well does the system work under the supervised learning task? And
other authors may be able to improve this benchmark set themselves,
as is usual in open source development. It is perhaps this facility of
ease to build on top of previous work that seems most exciting at
this stage.

Consider the misunderstanding concerning the SDM read
operation: Dr. Stan Franklin describes Kanerva’s read operation in a
way that each hard location, at each dimension, provides only a
single bit of information to the read operation (instead of Kanerva’s
full counter). We have referred to this modified read operation as
Chada read2. Having an open, testable, codebase reduces the
possibilities of such misunderstandings in the long run. Indeed, a

2 Legend has it that my friend & colleague, Dr. Daniel de Magalhães Chada, along
with Linhares, did not consult and re-check with Kanerva’s book and only discov-
ered the discrepancy in code and ideas a couple of years afterward.
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high-quality codebase seems to have become a scientific
community’s form of unequivocally standing behind a consensus.
For example, the journal Nature analyzed the top-100 cited papers in
history, to find:

... some surprises, not least that it takes a staggering 12,119

citations to rank in the top 100 — and that many of the
world’s most famous papers do not make the cut. A few
that do, such as the first observation of carbon nanotubes
(number 36) are indeed classic discoveries. But the vast
majority describe experimental methods or software that
have become essential in their fields. [...] The list reveals just
how powerfully research has been affected by computation and
the analysis of large data sets.
— Van Noorden et al. [193], emphasis mine.

It is no coincidence that scientific journals such as BMC
Neuroscience, or the Journal of Machine Learning Research have specific
sections on open-source software. The journal Neurocomputing states,
bluntly: “software is scientific method by machine”.

Of course, for the skeptical reader who may consider software a
less worthy pursuit, there is also new work here. The mathematics of
the model has been shown to be correct numerically (with a single,
small, anomaly); we have shown how to execute unsupervised
learning with nothing besides operations original to the SDM; we
have studied the generalized Murilo read; we have seen noise
filtering; the death of neurons; how information-theory may be of
use; and finally, we have reproduced numerous of the original
propositions put forth by Kanerva. The emphasis might have been
on the breadth of topics, in detriment of depth here or there. The work
on, say, reinforcement learning, is most definitely not the last word
we will see on the subject, but a challenge left for readers to
contemplate. But this is due to our research group’s enthusiasm for
the topic; we do indeed believe that SDM is — if not correct —
extremely close to a full scientific understanding of human
long-term memory. If so, it is such a monumental achievement that
we want readers to be able to see all of what we see and imagine the
vastness of possibilities.

Ralph Waldo Emerson once said: do not go where the path may lead.
Go, instead, where there is no path, and leave a trail. Professor Pentti
Kanerva has left the trail. It is my job to illuminate it and to pave it
and to clear it; to try to deliver an easier pathway for the next
generation. Some essays completely shut the door close at the end;
this one intends to leave it wide open. As the reader might have
noticed, this final section does not read as an analysis of the work
done; it reads, instead, as a desideratum, a prologue, a yearning for
others to join me in imagining the shape of things to come.
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I N T R O D U C T I O N

Why do entrepreneurs appear, not continuously, that is singly in every
appropriately chosen interval, but in clusters? Exclusively because the

appearance of one or a few entrepreneurs facilitates the appearance of others,
and these the appearance of more, in ever-increasing numbers.

— Joseph Schumpeter

The way innovations diffuse through markets is an important and
useful topic in marketing, which was made popular through Rogers’
work [167] and has influenced many marketing researchers. Within
innovation diffusion, Bass [14] proposed a model which forecasts how
many people will have adopted new products or technologies by a
given point in time. INFORMS members have voted this model as one
of the Top 10 Most Influential Papers published in the 50-year history
of Management Science in connection with the 50th anniversary of
the journal [15].

The Bass [14] model was designed to forecast only innovation
adoption, which is the first time one consumes the innovation. In the
model, either the consumer has or has not consumed the innovation
by a given point in time. Thus, recurrent customers are considered
only once, because they have already consumed the innovation
before. The model has only three parameters, which are estimated
through the number of adoptors of the innovation. Though very
simple, it is considered very robust.

Although it is clear that the marketing investment, the product
prices, the economy itself, and many other variables affect the
diffusion process, the Bass [14] model does not contemplate these
variables and yet it is still able to describe the empirical adoption
curve of a large number of new products and technological
innovations. In order to explain the robustness of the model, Bass
et al. [16] developed a general model including these variables, and
they showed that this general model reduces to the Bass model as a
special case. They also showed that the shape of the diffusion of
innovation process is always the same, an S-curve. Norton and Bass
[152] analyzed the diffusion of innovation for product substitution,
explaining some unexpected changes in innovation adoption which
were still unclear.

The motivation behind the present work is that there may be people
who reject a particular innovation. Such people do not recommend
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the innovation, on the contrary, they may publicly complain about it
and bad-mouth it. This negative word-of-mouth effect of rejection has
always existed [23, 34, 166, 181] but it is becoming more and more
important as information can spread more easily and faster among
people through the usage of new technologies [8, 85, 97]. Nowadays,
before making a decision, people may search the internet for reviews
and feedbacks about the innovation, and what they find affects their
decision [47, 60, 61, 68, 123, 159]. A number of firms have already
perceived this change caused in large part by the social media and
have adapted to this new condition, like Starbucks [82], for example.

There is an extensive literature on innovation diffusion. Numerous
extensions to the Bass [14] model have been proposed (for reviews,
see Meade and Islam [136] and Peres et al. [158]), among which
Mahajan and colleagues were the first to propose a model that
includes the negative word-of-mouth [134]. The latter and other
extensions that include negative word-of-mouth are much more
complex than the Bass [14] model, and their parameters must be
estimated using the number of people who have already adopted
the innovation at a given time. A problem is that most recent
innovations, like Facebook, Twitter, and Netflix do not disclose their
total number of users. Actually, they deem this number confidential.
They only disclose the number of active users, not including the
number of users who have rejected them.

In this work, I propose an extension to the Bass model which (i)
includes the negative effect of the rejections, (ii) is as simple as the
Bass [14] model, and (iii) its parameters can be estimated using the
number of people who have adopted and have not posteriorly
rejected the innovation, i.e., the number of active adopters. An
important difference between the number of active adopters and the
total adopters is that first may decrease over time, while the latter
cannot. First, I discuss the Bass [14] model and its parameters; then I
describe the model extension and analyze four models of rejection;
next, I detail the estimation method; after that, I estimate the models
by using Facebook’s active users dataset; and finally, I discuss the
results and conclude.

The main contribution of this work is that the proposed extension
is the first to include the effect of the rejections that can be estimated
using the number of active adopters instead of the number of total
adopters. The model can be applied to forecast the number of active
adopters of these companies in the next quarters, which becomes an
important tool for analysts, investors, and the companies themselves.
As the number of active adopters is related to the market cap of these
companies, these forecasts may be useful to estimate the future value
of the firms. At the time of this writing, Facebook’s market cap is
$222.69B, Twitter’s is $23.18B, and Netflix’s is $20.49B1.

1 Data obtained from Yahoo! Finance website on December 1
st, 2016.
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The Bass [14] model is a simplification of the diffusion of innovation
process proposed by Rogers [167]. The Rogers’ classification of
adopters has five classes: (i) innovators; (ii) early adopters; (iii) early
majority; (iv) late majority; and (v) laggards. Bass simplified them to
only two classes: innovators and imitators. The innovators are the
ones who start using an innovation regardless of who else and how
many other people are already using it. The imitators are the ones
who concern themselves about who is using the innovation and, as
long as many other people are using it, they are more inclined to
adopt it. Thus, at the beginning of the diffusion of innovation, the
majority of adopters are innovators. As more and more people adopt
the innovation, the majority of new adopters shift to imitators.

Mathematically, the model presents itself with the following set of
equations:

S(t) = mf(t) (34)

Y(t) = mF(t) (35)
f(t)

1− F(t)
= p+ qF(t), F(0) = 0 (36)

Both S(t) and Y(t) are related to the absolute amount of adopters;
while S(t) is the number of new adopters at time t, Y(t) is the
number of people who had already adopted the innovation by time
t, thus S(t) = d

dtY(t). The model also has three positive parameters:
(i) the potential market size m; (ii) the innovators parameter p; and
(iii) the imitators parameter q. There are also f(t) and F(t) which are
related to the percentage of the potential market: f(t) is the
percentage of the potential market which is adopting the innovation
at time t, while F(t) is the percentage of the potential market which
had already adopted it at time t, thus f(t) = d

dtF(t).
Therefore, S(t) and f(t) are related to the adoption rate at time t,

while Y(t) and F(t) are related to the accumulated adopters at time t.
In the beginning of the diffusion of innovation, there are no adopters
at all, thus Y(0) = F(0) = 0. As the number of adopters can only
increase over time, both Y(t) and F(t) are monotonically increasing
functions, and both S(t) and f(t) are always greater or equal to zero.

The non-linear ordinary differential equation 36 is the main
equation in the Bass model. Its left side is known as the hazard
function and it expresses the probability of someone adopting the
innovation, provided that he/she has not chosen to adopt it yet, i.e.,
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the rate of adoption. Its right side means that this probability is at
least p and increases linearly with the percentage of people who
have already adopted the innovation, i.e., F(t).

Solving the differential equation, Bass found a closed formula for
the diffusion, which is F(t) = 1−e−(p+q)t

1+q
pe

−(p+q)t . This closed formula always

has the famous shape of the S-curve, regardless of the values of p > 0
and q > 0. From the closed formula of F(t), it is trivial to obtain the
equations of S(t), Y(t), and f(t).

The potential market size m is the unknown number of people
who will have adopted the innovation after a very long time. It is not
exactly the target market of the innovation, but a subset of it, as no
product diffuses over its entire target market. If a company estimates
and updates the model more than once for their product, the change
in m is a change in the potential market and could help the
company to understand whether their decisions in the meantime
have increased or decreased the number of future adopters. As
limt→∞ Y(t) = m, the whole potential market will have adopted the
innovation at some point.

The innovator parameter p is related to the proportion of people in
the potential market who adopt the innovation regardless the others.
In other words, their decision to adopt is not influenced by the social
system, but by other external factors. The bigger the p, the larger the
number of innovators, thus the faster the diffusion at the beginning.

The imitator parameter q is related to the influence of those actually
using the innovation on those who are not using it yet. This is why
this parameter multiplies F(t), which is the proportion of the market
which had already adopted it. This influence is mainly understood as
a result of the word-of-mouth recommendation. In other words, the
more people use the innovation, the more other people will adopt it.
The bigger the q, the larger the imitator effect, thus, the faster the
diffusion.

Practitioners have been using this model to forecast future
demand. First, they measure the number of adopters over time.
Then, they estimate the parameters m, p, and q. Finally, they
extrapolate S(t) out of the measured time window and use its value
as the forecast demand. They also calculate m− Y(t) as a forecast of
how many people have not adopted the innovation yet.
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I propose adding a new term in the differential equation 36 in order to
include the effect of rejection, as in equation 37. Hereafter I will refer
to: (i) the people who have adopted the innovation as total users; (ii)
the people who have adopted the innovation and remain using it as
active users; and (iii) the people who rejected the innovation as inactive
users. Clearly, the function Y(t) is the number of total users, which is
equal to the sum of the number of active users with the number of
inactive users.

f(t)

1− F(t)
= p+ qF(t) −wR(t), F(0) = 0,R(0) = 0 (37)

The function R(t) is the percentage of accumulated inactive users
at time t. Thus, A(t) = F(t) − R(t) is the percentage of accumulated
active users at time t. Multiplying by m, mA(t) = Y(t) −mR(t) is the
number of active users at time t. Since A(t) > 0, F(t) > R(t), which
makes sense because it is not possible to have more inactive users than
total users.

The negative word-of-mouth parameter w is related to how much
the inactive users really affect the new adopters decision in the
diffusion process. The bigger the w, the greater the negative
influence of these inactive users on the new adopters. Another
possible understanding is that w is related to how much the inactive
users are bad-mouthing the innovation. The bigger the w, the more
they bad-mouth the innovation.

Equation 37 could be rewritten as f(t)
1−F(t) = p+qA(t)+ (q−w)R(t).

This form is useful in order to understand the impact of active users
and inactive users on the rate of adoption at time t.

If w = q, then the rate of adoption increases linearly with the active
users, since f(t)

1−F(t) = p+ qA(t). In other words, the positive word-of-
mouth has exactly the same influence as the negative word-of-mouth
on the new adopters. It also means that the rate of adoption is always
greater than zero, thus the whole potential market will have adopted
the innovation sooner or later.

Ifw < q, then the new adopters are more influenced by the number
of total users than by the number of inactive users. It is just as if the
inactive users do not bad-mouth the innovation so much, or at all.
Again, the rate of adoption is always greater than zero, thus the whole
potential market will have adopted the innovation sooner or later.

If w > q, then the proposed extension really differs from the Bass
model. In this case, the influence of the inactive users is greater than
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the influence of total users. So, if the rate of adoption were equal to
zero (wR(t) = p+ qF(t)), the innovation might not be adopted by the
whole potential market, i.e., limt→∞ F(t) < 1.

The main contribution of this work is to have the choice to use the
number of active users, which is the information that most of the com-
panies disclose, in order to estimate the parameters of the proposed
extension model. With that, both the number of inactive users and to-
tal users could be forecast. It is important to notice that the number
of active users (mA(t)) could decrease over time. In fact, forecasting
when this is going to happen may be crucial for corporations.
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M O D E L S F O R R ( t )

The proposed extended model already includes the effect of rejection
through the R(t) function and the w parameter. In order to complete
the model, R(t) has to be well defined. Let r(t) = d

dtR(t) be the rate
of new inactive users at time t. The proposed differential equations for
R(t) are the following:

Model 1: r(t) = νf(t) (38)

Model 2:
r(t)

1− R(t)
= νf(t) (39)

Model 3: r(t) = ν[F(t) − R(t)] (40)

Model 4:
r(t)

1− R(t)
= ν[F(t) − R(t)] (41)

These four models can be grouped into two families, one for the
equations 38 and 39, and another for the equations 40 and 41. The
former relates the rejection to the rate of new people adopting the
innovation, as if people decide whether they will use or reject the
innovation when they try it. Then, they do not change their position
anymore. The latter assumption relates the rejection to the number of
active users, as if the active users first adopt the innovation and then
they continuously reject it.

The rejection parameter ν has a different interpretation in each
family. In equations 38 and 39, it is the proportion of new adopters
who will reject the innovation. In equations 40 and 41, it is the
proportion of active users who are continuously rejecting the
innovation.

Therefore, for all these models of rejection, the complete diffusion
of innovation model has five parameters to be estimated, namely m,
p, q, w, and ν.

28.1 model 1

In this model, the rate of new inactive users at time t is proportional
to the percentage of people adopting the innovation at time t, as if
people decide whether they will use or reject the innovation when
they are adopting it.

The differential equation 38 can be easily solved integrating both
sides. Thus, R(t) = νF(t), A(t) = (1 − ν)F(t), and f(t)/[1 − F(t)] =

p+(q−wν)F(t). As the imitator coefficient must be positive, we must
have wν < q.
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The solution shows that this model has exactly the same explana-
tory power as the Bass model, neither better nor worse. This happens
because the model’s solution has exactly the same equation after the
linear transformation q∗ = q−wν.

As limt→∞ F(t) = 1, thus limt→∞ R(t) = ν. Hence, the proportion
of inactive users is exactly equal to the rejection parameter.

Solving the differential equation for F(t), it gets
F(t) = (1 − e−(p+q−wν)t)/(1 +

(q−wν)
p e−(p+q−wν)t). Finally, as

R(t) = νF(t), thus
R(t) = ν(1− e−(p+q−wν)t)/(1+

(q−wν)
p e−(p+q−wν)t).

Unfortunately, it is not possible to estimate this model. The
problem is that ∀ν ∈ R+, ∃ν̂ ∈ R+ such as the set of parameters
(m,p,q,w,ν) and (m,p,q,wν/ν̂, ν̂) have exactly the same residuals
when estimated. That is, the model can be estimated for any value
arbitrarily set for ν. Intuitively, as both F(t), A(t), and R(t) have the
same shape, the parameters can be estimated with an empirical
active users dataset and then you can slide up or down F(t) just
changing the values of ν and w.

This result is interesting because it shows that the Bass model can
already explain the diffusion of innovations which follows this model
of rejection. Hence, it just confirms the robustness of the Bass model.

28.2 model 2

The right side of the differential equation 39 is the rate of rejection,
i.e., the probability of someone rejecting the innovation, provided that
he/she has not rejected it yet. Thus, in this model, the rate of rejection
is proportional to the percentage of people adopting the innovation
at time t, i.e., the more people adopt the innovation, the more they
reject it. But if no one is adopting, there would be no rejection also,
which would hold the number of active users the same.

The differential equation 39 can also be solved for R(t) algebraically.
Using the fact that − d

dt log[1 − R(t)] = r(t)/[1 − R(t)] = νf(t), and
integrating both sides of this equation yields:

−
d

dt

∫t
0

log[1− R(τ)]dτ = ν
∫t
0

f(τ)dτ (42)

− log[1− R(t)] = νF(t) (43)

1− R(t) = e−νF(t) (44)

R(t) = 1− e−νF(t) (45)

Finally, f(t)/[1 − F(t)] = p + qF(t) − w[1 − e−νF(t)] and
limt→∞ R(t) = 1− e−ν.

As 0 6 F(t) 6 1⇒ 0 6 νF(t) 6 ν, we can do a good approximation
of e−νF(t) using a Taylor series around the point ν/2 for small values
of ν.
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From the Taylor series centered around ν/2, we know that e−x ≈
e−ν/2(1+ν/2− x). Thus, we have 1− e−νF(t) ≈ 1− e−ν/2(1+ν/2) +
e−ν/2νF(t), and, finally, f(t)/[1− F(t)] = [p−w−we−ν/2(1+ν/2)] +

(q−we−ν/2ν)F(t).
Therefore, for small values of ν, this model has approximately the

same explanation power as the Bass model and we can write
f(t) = p∗ + q∗F(t), where p∗ = p − w − we−ν/2(1 + ν/2) and
q∗ = q−we−ν/2ν.

In contrast to model 1, no parameter could be arbitrarily set in this
model, thus it can be estimated using an empirical active users dataset.

28.3 model 3

In this model, the rate of new inactive users increases linearly with
the number of active users, since A(t) = F(t) − R(t). Thus, while there
are active users, a fraction ν of them will be rejecting the innovation.
Hence, everyone will have rejected the innovation sooner or later.

The differential equation 40 can be rewritten as the following first
order linear differential equation, which has to be solved:

d

dt
R(t) + νR(t) = νF(t) (46)

The solution to this differential equation is:

R(t) = νe−νt
∫t
0

eντF(τ)dτ (47)

= ν
[
F(u) ∗ e−νu

]
(t) (48)

Or, as d
dt

(
eνtF(t)

)
= νeνtF(t) + eνtf(t), R(t) can be rewritten as:

R(t) = F(t) − e−νt
∫t
0

eντf(τ)dτ (49)

= F(t) −
[
f(u) ∗ e−νu

]
(t) (50)

As F(t) =
∫t
0 f(τ)dτ and eντ > 1, we have that:

∫t
0

eντf(τ)dτ > F(t) (51)

−e−νt
∫t
0

eντf(τ)dτ 6 −e−νtF(t) (52)

F(t) − e−νt
∫t
0

eντf(τ)dτ 6 F(t) − e−νtF(t) (53)

From equation 49:
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R(t) 6 F(t) − e−νtF(t) (54)

R(t) 6 F(t)(1− e−νt) (55)

Finally, R(t) < F(t), r(t) > 0, and limt→∞ R(t) 6 1.
I did not manage to prove that limt→∞ R(t) = 1, but this result

appeared in all performed simulations. If that is true, then all people
will reject the innovation at some point in time - a fact that makes
sense.

Unfortunately, it seems that there is no closed formula for F(t). Us-
ing equation 47, the final differential equation is:

f(t)

1− F(t)
= p+ qF(t) −wνe−νt

∫t
0

eντF(τ)dτ (56)

Or, using 49, it becomes:

f(t)

1− F(t)
= p+ (q−w)F(t) +we−νt

∫t
0

eντf(τ)dτ (57)

The condition w 6 p + q is sufficient to ensure f(t) > 0, since
w 6 p + q ⇒ wR(t) 6 pR(t) + qR(t) 6 p + qR(t) 6 p + qF(t) ⇒
p+ qF(t) −wR(t) = f(t)/[1− F(t)] > 0 ⇒ f(t) > 0. Assuming that
limt→∞ R(t) = 1, then it is easy to prove that this condition is also
necessary.

28.4 model 4

In this model, the rate of rejection increases linearly with the number
of active users. Thus, while there are active users, the rate of rejection
will be greater than zero. Hence, everyone will have rejected the inno-
vation sooner or later.

Although equation 41 is a Ricatti equation [21], none of the
available techniques could solve the differential equation and it
seems that there is no closed formula for F(t). Hence, the equation
will be analyzed through a linearization around the fixed points.

f(F,R) = (p+ qF−wR)(1− F)

r(F,R) = ν(F− R)(1− R)
(58)

Solving the system f(F,R) = r(F,R) = 0, the following solutions are
found:
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u∗1 = (1, 1) (59)

u∗2 =
(

p

w− q
,

p

w− q

)
(60)

u∗3 =
(
w− p

q
, 1
)

(61)

The only valid solutions are u∗1 and u∗2. The solution u∗3 is not valid
because p + q −w > 0 ⇒ (w − p)/q < 1 ⇒ F < R which is not
possible because it would imply a negative number of active users.

Finally, the linearization around u∗ is:

[
f(R, T) − f(u∗)

r(R, T) − r(u∗)

]
= J|u∗

([
R

T

]
− u∗

)
(62)

J =

[
q(1− F) − (p+ qF−wR) −w(1− F)

ν(1− R) −ν[(1− R) + (F− R)]

]
(63)

Now, let’s analyze the jacobian matrices and their eigenvalue for
each valid solution.

J|u∗1 =

[
−(p+ q−w) 0

0 0

]
(64)

As the eigenvalues of J|u∗1 are 0 and −(p+ q−w) < 0, the point
u∗1 = (1, 1) is a sink, i.e., the neighborhood converges to u∗1 when
t → ∞. It may be interpreted that all users will have rejected the
innovation after a long time.
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The parameters of the model should be estimated using empirical
data in order to check the explanation power of the model. Bass [14]
used a discrete version of his differential equation with ordinary
least squares. While it worked well for him, it has not in the present
work. There are several well-known problems in the estimation of
parameters, most of them related to approximation of derivatives
and instability of the estimators. These problems have been noticed
by many authors [172, 186, 201].

In the present work, the parameters of the models were estimated
using a maximum likelihood function on the residuals between
A(t) = F(t) − R(t) from the model and the empirical values from the
dataset. The residuals were assumed to be normally distributed with
µ = 0, which leads to the same results as the ordinary least square
method. In order to calculate the residuals, F(t) and R(t) were
calculated based on their differential equations using the 4th order
Runge Kutta (RK4) numerical method [33] with ∆t = 0.01.

The empirical data format was (ti, xi), where ti is the time and
xi is the value, and the measurements were not equally spaced over
time. The following Log Likelihood equation was used:

residual(ti, xi | m,p,q,w,ν) = xi −m · [F(ti | p,q,w) − R(ti | ν)]

(65)

Log Likelihood(~t,~x | m,p,q,w,ν) = −

N∑
i=1

[residual(ti, xi | m,p,q,w,ν)]2

(66)

During the evaluation of F(t) and R(t) using the Runge Kutta
numerical method, sometimes the exact value of ti was not reached
because of the chosen ∆t. In these cases, the value of xi was
calculated using a linear approximation with the nearest points. Let
(t̂k, x̂k) and (t̂k+1, x̂k+1) be values calculated from the Runge Kutta
method, such that t̂k < ti < t̂k+1. Then, the calculated value at ti
was x̂k +

(
x̂k+1−x̂k
t̂k+1−t̂k

)
· (ti − t̂k).

Since there is no explicit solution for the parametersm, p, q,w, and
ν which maximize the LogLikelihood function, the parameters were
estimated using the Truncated Newton Constrained (TNC) method
[62, 146, 147] from the SciPy Python Library [100]. The constraints
were m > 0, p > 0, q > 0, w > 0, and ν > 0 for all models. The initial
guess for the TNC method was the same for all models estimation.
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Sometimes, the method did not converge and another initial guess
had to be used.

Even though it has not been done yet, the confidence interval, esti-
mator average and estimator variance for each parameter will be cal-
culated using the bootstrap method.
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R E S U LT S

The models’ parameters were estimated using the number of
Facebook’s active users from December 2004 to March 2013 [190]. In
the dataset, xi was the number of Facebook’s active users at time ti.
The dataset had 23 non-equally time spaced measures. The users
who have accessed Facebook at least once in each month were
counted in the number of active users in that month.

The model 1 has not been estimated because it is not possible to
estimate it.

The estimated models can be seen at figures 93, 94, and 95. These
figures also have forecasts for the number of active users, inactive users,
and total users of Facebook for the next 4 years (from t = 100 to
t = 140).

In spite of the favorable goodness of fit using model 2 (see figure
93), the model does not seem to provide a plausible forecast, because
it would mean that Facebook is reaching a stable number of active
users and the rejections are near the end.

Models 3 and 4 have very similar outcomes (see figures 94 and 95).
Their Bayesian Information Criterion (BIC) are also close, but model 4

has a better fit with the data. Their forecast makes more sense than the
forecast of model 2. It predicts that Facebook is very close to the peak
of active users and, in approximately 3 years, it is going to decline. It is
also interesting to notice that, according to these outcomes, Facebook
may not reach its total potential market.

The difference between the outcomes of model 2 and models 3 and
4 could be explained by the fact that they have different rationales
behind their models of rejection. While differential equation of the
model 2 uses the rate of new total users, the differential equations of
the models 2 and 3 use the proportion of active users.

225



226 results

0 20 40 60 80 100 120 140
−200

0

200

400

600

800

1000

1200

1400

1600

Facebook's active users
m=1498 p=0.0003 q=0.100 w=0.141 v=0.187

mF(t) mR(t) mA(t) Dataset

Figure 93: Fit of Model 2 with Facebook’s active users dataset. mF(t) is the
total users, mR(t) is the inactive users, and mA(t) is the active
users. The unit of these functions are thousands of people. The
parameters are m = 1, 497.50, p = 0.000331, q = 0.100088, w =

0.140595, and ν = 0.187188. The goodness of fit are R2 = 99.84%
and BIC=10,566.52.
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Figure 94: Fit of Model 3 with Facebook’s active users dataset. mF(t) is the
total users, mR(t) is the inactive users, and mA(t) is the active
users. The unit of these functions are thousands of people. The
parameters are m = 1, 967.64, p = 0.000184, q = 0.097867, w =

0.330511, and ν = 0.006912. The goodness of fit are R2 = 99.83%
and BIC=11,485.68
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Figure 95: Fit of Model 4 with Facebook’s active users dataset. mF(t) is the
total users, mR(t) is the inactive users, and mA(t) is the active
users. The unit of these functions are thousands of people. The
parameters are m = 1, 854.85, p = 0.000183, q = 0.099738, w =

0.334454, and ν = 0.007007. The goodness of fit are R2 = 99.84%
and BIC=10,724.55
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The main contribution of this work is the parameter estimation
through the empirical number of active users dataset, forecasting the
number of total users, the number of active users, and the number of
inactive users.

If the adopters who have rejected the innovation follow the
equations of model 1 and 2, then the proposed extended model is
transformed into the Bass model through a linear transformation of
the parameters. This confirms the Bass model robustness.

Model 2 does not seem to be a good model of rejection, since the
number of active users never decreases which does not seem to be
plausible.

Models 3 and 4 had very similar results when fitting the Facebook
dataset. The lack of analytical solutions for them, however, is a barrier
to better understand their behavior, and to know whether they will
always have similar outcomes or they will diverge depending on the
data. Model 3 seems to be more analytically manageable.

It is important to notice that, in models 3 and 4, the innovation
may not be adopted by the whole potential market, but it would in
the Bass model. Whether it will be adopted by the whole potential
market or not depends on the parameters w and ν. For instance, it
seems that mF(t) is not converging to m at figures 94 and 95. It is a
major difference between the proposed extended model and the Bass
model.

As this is a working paper, it is also intended to include the
analyses of other datasets, like either Twitter’s number of active users,
or WhatsApp’s, or Netflix’s, or Reddit’s, or Dropbox’s, or Waze’s,
etc. This would enhance the proposed model power of forecasting.

It is also intended to run a backtest with the available data. First, the
parameters of the model are estimated using a subset of the dataset.
Then, through extrapolation, the number of active users is forecast.
Finally, it is compared to this part of the dataset - which must not
have been used in the estimation.

The main limitation of this work is that it has no theory to support
which of the models of rejection best fit with empirical data.
Although there is an extensive literature on negative word-of-mouth,
this literature does not predict which model would be the best. But,
if any of these companies discloses the number of total users and
active users, the estimation method could be adapted to estimate the
parameters using both pieces of information at the same time, which
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would make possible to verify which of the models of rejection
provides the best fit.

Future work could explore other models of rejection and also other
estimation methods, like nonlinear least squares [186] and Kalman
filter [201].



Part V

C O N C L U S I O N





32
C O N C L U S I O N

Software is eating the World.

— Mark Andreesen [5]

Modern management and high technology interact in multiple,
profound, ways. Software — given the widespread availability of
general-purpose Turing-complete hardware — seems to have an
immense power of entering arenas which seemed, at some point, to
require either specific hardware or the skill of humans. One of the
members of this thesis committee, Dr. Nichols, will participate
through teleconferencing over the open web, with no use of
hardware specific for the task. The corporate biography of Tonny
Martins, President of IBM Brasil, mentions his successes with
blockchain, AI, and cognitive technology. . . as an executive, not as a
research scientist or specialized engineer [26]. Professor Andrew Ng
tells students at Stanford’s Graduate School of Business that “AI is
the new electricity” [149], as his hyperbolic way to emphasize the
potential transformational power of the technology.

It is not impossible that a purely digital form of money may exist.
It is not impossible that machines may become intelligent. Moreover,
it is not impossible that these two processes may have already begun.

It is worthwhile, in this concluding section, to reflect on some
ideas on what this thesis is and what it is that we, as computational
management scientists, can obtain from this sort of study.
Clemenceau once said that “war is too important to be left to the
generals”. I believe it is not far-fetched to state that technology has
become too important to be isolated to the realm of computer
science, or engineering, or applied mathematics, or any single
discipline. The emergence of scientific journals with names such as
Computational Management Science; INFORMS Journal on
Computing; Ledger; Computational Statistics; ACM Transactions on
Economics and Computation, and so forth, show that there are
growing communities deeply interested in the intersection of
business and the computer sciences. To whom, for instance, does the
OpenAI project belong? To computing or to business? Recall that the
project was created as a risk-management strategy against the
far-fetched, science-fiction sounding — but not impossible —,
possibility of having machines yielding too much power. What about
corporations like Uber? AirBnB? Imagine a new method that
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increases profits by 50% at a tech company. Should this method, if
implementable as an algorithm (like PageRank [27]) or a data
structure (like a blockchain) be discussed in conferences of
‘computer science’ or ‘business’? It seems quite arbitrary to name a
single group, as a whole new ecosystem seems to have emerged
within those two. That is why this thesis is computational and why
it is business. This work explores topics that seem, on the surface, to
belong to computer science, but their applicability and impact to
businesses seem too large, too central, to be delegated away,
something “for those nerds in the fifth floor”. As technical decisions
become central to the organization of man’s life, the technician
becomes the visionary, the innovator, the decision-making arbiter,
sometimes the billionaire.

The possibility that there will be some form of purely digital
money has become very real; and we have started this study with
two possible forms of organization of a purely digital money system;
a blockchain and a directed acyclic graph. Consider, just as a matter
of comparison, Brazil’s most important company: Petrobras. As of
this writing, the “market cap” of Ethereum exceeds that of Petrobras
by ten billion dollars, while Bitcoin’s is valued at more than double
of Petrobras (195B usd vs 83B usd). Prices change, of course; but
these technologies should, at a minimum, be taken seriously.

We have explored Kanerva’s Sparse Distributed Memory. In AI,
SDM seems to be a particularly interesting area for study. The model
plausibly reflects a number of well-known aspects of psychology
and neuroscience. For example, neurons can easily compute the
address decoding scheme of the system. Neurons are fragile and
may be lost, whereas the information remains preserved, due to the
distributed character of the model. The “tip-of-the-tongue” behavior
emerges naturally, and so does Miller’s magic number.

There are at least three contributions1 made on SDM: First, I have
illuminated a discrepancy between Kanerva’s theoretical model and
the real system dynamics; Also, we have seen that pattern
classification through supervised learning is possible without
presuming any new SDM mechanism. This is in contrast with the
literature, that presumes additional mechanisms, like genetic
algorithms, to account for supervised learning. Finally, we now have
a tested open-source framework that offers parallelism and can
become a de-facto standard in SDM research. The framework (i)
carefully reproduces crucial figures from Kanerva’s theoretical book;
(ii) shows how noise filtering and (iii) supervised learning can be
done, and, through the use of (iv) Jupyter Notebooks, enables the
reader to easily reproduce all the results on their own machines.
This respects all constraints posed by Robert M. French in his article

1 As many issues have been explored in less detail, it might be advisable to leave it to
history to decide whether these explorations were actually contributions.
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on ‘Computational Modeling in Cognitive Science: A Manifesto for
Change’ [2].

The ability to rapidly reproduce results, and to build on prior
work, is, I believe, fundamental to modern science. Consider, for
instance, the groundbreaking successes in the arena of deep learning.
Having standard computer libraries to work with has brought
together a community, which reinforces the system, as users also
gradually improve these libraries. It may be possible to achieve new
results with multiple layers of a SDM, yet, having to start
development from scratch takes a large opportunity cost from most
scientists — especially those who are less concentrated on the
computer science aspects, but still would be able to contribute
meaningfully.

Finally, we have studied how variations of the Bass Model may
reflect systems or technologies that may wither in time. Though
some innovations, such as the radio, have gained widespread use in
a sustainable form... One may want to review the Bass model when
one is concerned with rapidly-evolving technological ecosystems.
Hardly anyone remembers the names AskJeeves, World Wide Web
Worm, Lycos, WebCrawler, or AltaVista, early web search engines;
later replaced, in the market and by the market, by the almost
unnoticed url http://google.stanford.edu [27].

Another possibility would be to compare the proposed model
with a computation of the momentum of Metcalfe’s law in between
competitors. As the reader may remember, Metcalfe’s law states that
the value of a network grows O(n2) with n being the number of
network nodes. If the proposed model and Metcalfe’s network
effects reflect reality, then there could be an integrated mathematical
model that explains and represents both Metcalfe’s law and the
variation of the Bass model presented herein.

With this, I submit this thesis in the hope that all readers, present
and future, may find the aforementioned studies as useful, genuine,
and legitimate contributions to the thriving field of Computational
Management Science2.

2 Finally, for the skeptical reader that may argue against the decision towards ‘arbi-
trary technical reports on unrelated topics’, a reference to the “fundamental research
theorem”, reprinted in Appendix ??, seems, of course, virtually inescapable.

http://google.stanford.edu
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a.1 the halting problem is solvable

A fundamental question in the graduate computer science
curriculum can be posed as follows: Given an average grad student
doing a Ph.D, will the student ever complete his dissertation? This
problem has been termed the "Halting Problem," and it has been an
open problem thus far. In the following, we show that the halting
problem is solvable. Furthermore, the problem can be solved within
the time stipulated by the Graduate College for Ph.Ds or, in the
worst case, with only a constant number of petitions for extensions.

The halting problem was first formulated by Alan Turing, who
observed a number of his graduate students being apparently busy
all the time but never graduating. Turing tried to solve the problem
by first stopping all assistantships after the sixth year and then by
purging all games from the research computers. Needless to say, his
efforts were fruitless. Later, Church almost succeeded in solving the
problem when he placed notices in grad students’ mailboxes
indicating attractive jobs in industry with several orders of
magnitude higher remuneration. The so called Church’s thesis was
that the halting problem is solvable, given enough financial
motivation. Church’s idea backfired when grads found out that they
have to actually work to earn money in the outside world. Thus, far
from solving the halting problem, Church aggravated it (After this,
we are not sure whether Church himself graduated). Recently, Cook
et al have shown that the halting problem falls under a new
complexity class, "NP Hairy." (NP hairy is the class of hopelessly
complicated problems with no known solutions. The hardest
problem in NP hairy has been shown to be the problem of trying to
claim standard deductions in the 1040 form).

In the following, we show that the halting problem is indeed
solvable. For this, we assume the existence of a "Super Grad," who is
capable of working in any area in CS (except possibly numerical
analysis). For notational convenience, we call this super grad, S sub
G sup i,j sub * (written using a funky theoretical CS font). The
property of Super grad is that, given the description of any grad
(mostly in terms of the number of newsfiles he/she reads every day)
and a description of his/her thesis topic, Super grad will either halt
with a dissertation or keep publishing technical reports indefinitely.
Now, we give Super grad a description of himself and his own thesis
topic. If Super grad halts, we are done (and so is he) otherwise we
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get a stream of technical reports. But by the "fundamental research
theorem" of CS Departments (refer to the graduate study manual)
any five arbitrary technical reports on unrelated topics can be
compiled into a Ph.D thesis. Thus, we are done in the second case
too.

Finally, how long does it take for a dissertation to be completed?
The time is either less than or equal to the duration allowed by the
Grad College for the completion of a Ph.D or it is greater. In the
latter case, infinite number of petitions can be filed for extensions.
Since the Grad College never remembers previous petitions, the total
number of petitions received by the Grad College is always one, a
small constant1.

Quod Erat Demonstrandum

1 ‘With apologies to non-CS types’: this seminal, wonderful, result is from Bala Ra-
jagopalan, published on the late rec.humor.funny Usenet in June 12, 1989. Thank
you for reading my thesis!
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