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IDGF (International Desktop Grid 
Federation) objectives 

 Build a community of those people who are 
interested in any form of desktop grids including 
– Different technology developers (BOINC, Condor, XtremWeb, 

OurGrid, SZDG, etc.) 

– Desktop grid operators and system admins 

– Application developers who want to port applications to DG 
systems 

– End-users who want to run applications on DG systems 

– Service grid providers who would like to extend their 
resources with DG resources 

– Scientists who want to build campus grid 
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The history of establishment of IDGF 
EDGI 

•ARC, Unicore, 

Clouds 

•QoS with Clouds 

•Data intensive apps 

•SG->DG direction 

support 

EDGeS 

•DG<->SG 

integration: 

• gLite → BOINC, 

XtremWeb 

• BOINC, 

XtremWeb → 

gLite 

•Compute intensive 

applications 

further 
developed by  

DEGISCO 

•Disseminates and 

supports the use of 

EDGeS results world-

wide 

•Green IT aspects 

2008 - 2010 

2010 - 2012 

Joint establishment of IDGF  



5 
BOINC workshop 05/09/2011 5 

Goals of these EU DG projects and 
IDGF 

To enable new and mass usage scenarios for DG 
systems 

– Extend service grids with volunteer and 
institutional desktop grids (EDGeS, EDGI) 

– Extend DGs with cloud resources on-demand 

– Extend desktop grids with service grids (EDGeS, 
DEGISCO) 

– Enable the flexible use of a DG system by large 
user communities (portal access to BOINC and 
SZDG) 
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Extend service grids with volunteer 
and institutional desktop grids 
(EDGeS, EDGI) 
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Scope of EDGeS, DEGISCO and EDGI 

EDGeS and 
DEGISCO 
scope: 
compute 
intensive 
applications 
for gLite 

EDGI scope: 
both 
compute and 
data 
intensive 
applications 
for EMI/EGI 
(gLite, ARC, 
Unicore) 

Extend 
Desktop 
Grids with 
Clouds for 
QoS 
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Typical current business model for 
volunteer desktop grids  

VDG 

DG project administrator 
defines the input data to be 
processed by the appl 

BOINC project 
runs 1 appl that 
runs for years 
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EDGI business model for extending SG 
VOs with desktop grids  

VDG 

• Many end-users can 
access the project via a 
service grid VO UI 

• end-users define the 
input data to be 
processed by the appls 

• BOINC 
project runs 
several appls 

• An appl runs 
if a user gives 
input data 

SG VO 
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ARC grid 

ARC MCE 

attic monitor AR 

3GBridge 

attic 

monitor 

AR User 
IF 

Bridge 
IF 

Attic FS 

Monitor 

UI 

UI 

DG 
Pro- 
ject 

submit 

inspect 

upload 

down- 
load 

submit 

 
 
 
 
 

Volunteer/ 
Institutional 
Resources 

DG client 

attic 

 
 
 
 

Unicore grid 

CREAM MCE 

attic monitor AR 
submit 

Unicore MCE 

 
 
 
 

gLite grid 

CREAM MCE 

attic monitor AR 

EDGI 
architec
ture 

P. Kacsuk, et al.:Towards a powerful European 
DCI based on Desktop Grids, Journal of Grid 
Computing, Vol 9, No 2, 2011, pp. 219-239  
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Extend DGs with cloud resources on-
demand (EDGI) 
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EDGI business model for volunteer 
desktop grids  

VDG 

• Many end-users can 
access the project via a 
service grid VO UI 

• end-users define the 
input data to be 
processed by the appls 

• BOINC 
project runs 
several appls 

• An appl runs 
if a user gives 
input data 

EDGI provides cloud 
resources for QoS 

SG VO 

Cloud 
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Architecture of extending 
DGs with cloud resources on-
demand 

See details in: 
A. C. Marosi and P. Kacsuk, 
“Workers in the clouds,”, 
Euromicro PDP Workshop, 
pp. 519–526, 2011 
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Motivation for QoS 

Desktop Grid 

– Variable amount of resources, volatility, 
unpredictability, unannounced departure. 

 Low QoS compare to classical DCI  

– Tail Effect  

– We define QoS as a level of confidence in 
Bag of Task (BoT) execution : 

Question: how do we provide QoS to users 
given the dynamism and volatility of the 
computing resources ? 

– Intrinsic approach : improve DG scheduler 
for QoS ability  

– Extrinsic approach : provide additional 
dedicated computing resources 

RI-261556   WP1 
version: 02 
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Solution: 

– Providing cloud 
resources for the tail 
phase 

– SpeQuloS 
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SpeQuloS: a middleware for QoS to 
Desktop Grids 
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ARC grid OpenStack/ 
Amazon 

ARC MCE 

attic monitor AR 

3GBridge 

attic 

monitor 

AR User 
IF 

Bridge 
IF 

Attic FS DG client 

attic 

Monitor 

UI 

UI 

DG 
Pro- 
ject 

submit 

inspect 

upload 

down- 
load 

submit 

cloud 

 
 
 
 
 

Volunteer/ 
Institutional 
Resources 

DG client 

attic 

 
 
 
 

Unicore grid 

CREAM MCE 

attic monitor AR 
submit 

Unicore MCE 

 
 
 
 

gLite grid 

CREAM MCE 

attic monitor AR 

EDGI architecture 
extended with clouds 
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Current production solution of integrating 
BOINC DG with OpenStack based on 3G 
Bridge: Wmin local DG 

1 

2 

3 
4 

5 

6 

1. New Cavendish Street 576 nodes 

2. Marylebone Campus 559 nodes 

3. Regent Street  395 nodes 

4. Wells Street  31 nodes 

5. Little Tichfield Street 66 nodes 

6. Harrow Campus  254 nodes 

Total:   1881 nodes 
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Attracting more participants for 
volunteer desktop grids 

 EDGI introduces a new architecture where desktop 
grids (BOINC, XtremWeb) can be extended with 
cloud resources for QoS 

 However, in order to get cloud resources the user 
needs credits 

 In order to collect credit either the user or her 
organization should provide resources for volunteer 
DGs belonging to IDGF 

 If you joined to IDGF those who would like to earn 
more credit for cloud resources will support your DG 
system 
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Enable the flexible use of a DG system 
by portal access (EDGeS, EDGI) 
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Enable the flexible use of a DG system 

DG 

• We provide a service that can 
be used by many scientists via a 
web interface (e.g. WS-PGRADE 
portal)  

• end-users define the input 
data to be processed by the 
appls (e.g. renderfarm.fi) 

Portal 

• BOINC 
project runs 
several appls 

• An appl runs 
if a user gives 
input data 
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molecule 

database 

executing 

workflows 

 

browsing 

molecules 

DG clients from all partners Molecule database server 

Portal and  

Desktop Grid server 

(4 selectable workflow 

applications) 

BOINC 

server 

3G 

Bridge 

WS-PGRADE 

Portal 

 

DG jobs 

WU 1 

WU 2 

WU N 

Job 1 

Job 2 

Job N 

GenWrapper for 

batch execution 

 

 

 

 

BOINC client 

Legacy 

Application 

Portal 

Storage 

Local 

Resource 

Local jobs 

Legacy 

Application 

WU X 

WU Y 

The CancerGrid 

System (CSG) 

J. Kovács, P. Kacsuk and A. 
Lomaka. Using dedicated 
desktop grid system for 
accelerating drug discovery. 
Future Generation Computer 
Systems, Volume: 27, Issue: 6, 
2011, pp. 657-666  
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Extend desktop grids with service 
grids (EDGeS, DEGISCO) 
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Extending desktop grids with SG VO 
resources (DEGISCO business model) 

VDG 

DG project administrator 
defines the input data to be 
processed by the appl 

BOINC project 
runs 1 appl that 
runs for years 

SG VO 

The SG VO maintained by DEGISCO (and later by IDGF) 
provides over 2000 computers to support a VDG 
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Desktop Grid VO Statistics 
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Benefit for new volunteer BOINC 
systems 

 It takes several years until a new volunteer 
BOINC system can collect substantial number 
of resources 

 IDGF will give access to the large set of SG VO 
resources that were created in the EDGeS and 
later in the DEGISCO project 

 It contains over 2000 computers 
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Examples of volunteer BOINC systems 
supported by the DEGISCO business 
model 
 SLinCA@home (Ukraina) 

 Yoyo@home (Germany) 

 IberCivis (Spain and Portugal) 

 CAS@home (China) 

 Optima@home (Russia) 

 Poem@home (Germany) 

 Univ. of Westminster Campus Grid (UK) 
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Globe adapted from  
http://upload.wikimedia.org/
wikipedia/commons/f/fa/ 
Globe.svg 

IDGF 

International Desktop Grid Federation 

http://upload.wikimedia.org/wikipedia/commons/f/fa/Globe.svg
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Benefit for technology and 
application developer organizations 
of the European Chapter  
 IDGF will investigate the possibility of participating in 

FP7 and FP8 EU projects 

 If this is possible, to take IDGF as partner in EU 
projects will be attractive since IDGF will represent a 
large community (see the HealthGrid experience) 

 Then the work allocated for IDGF in these projects 
would be distributed among the member 
organizations of the European Chapter  
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Conclusions 

 Joining IDGF is worth for both SG and DG community 
members 

 DG community members can extend their DG with 
SG resources 

 SG community members can extend their SG VO with 
DG resources  

 Both communities can get application porting 
support 

 IDGF can significantly impact the community and can 
attract additional financial resources 
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http:// 

desktopgridfederation.eu 

Globe adapted from  
http://upload.wikimedia.org/
wikipedia/commons/f/fa/ 
Globe.svg 

IDGF 

International Desktop Grid Federation 

http://edgi-project.eu
http://upload.wikimedia.org/wikipedia/commons/f/fa/Globe.svg

