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ABSTRACT 

In the past few years, the problem of generating descriptive sentences automatically for images 

has garnered a rising interest in natural language processing and computer vision research. Image 

captioning is a fundamental task which requires semantic understanding of images and the ability 

of generating description sentences with proper and correct structure. In this study, the authors 

propose a hybrid system employing the use of multilayer Convolutional Neural Network (CNN) 

to generate vocabulary describing the images and a Long Short-Term Memory (LSTM) to 

accurately structure meaningful sentences using the generated keywords. The convolutional 

neural network compares the target image to a large dataset of training images, then generates an 

accurate description using the trained captions. 

In this project, we have presented a deep learning model to describe images and generate 

captions using computer vision and machine translation. This project aims to detect different 

objects found in an image, recognize the relationships between those objects and generate 

captions. The dataset used is Flickr8k and the programming language used was Python3, and an 

ML technique called Transfer Learning will be implemented with the help of the CNN model, to 

demonstrate the proposed experiment.  
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CHAPTER 1: INTRODUCTION 

 

 

Caption generation is an interesting artificial intelligence problem where a descriptive sentence is 

generated for a given image. It involves the dual techniques from computer vision to understand 

the content of the image and a language model from the field of natural language processing to 

turn the understanding of the image into words in the right order. Image captioning has various 

applications such as recommendations in editing applications, usage in virtual assistants, for 

image indexing, for visually impaired persons, for social media, and several other natural 

language processing applications. Recently, deep learning methods have achieved state-of the-art 

results on examples of this problem. It has been demonstrated that deep learning models are able 

to achieve optimum results in the field of caption generation problems. Instead of requiring 

complex data preparation or a pipeline of specifically designed models, a single end-to-end 

model can be defined to predict a caption, given a photo. In order to evaluate our model, we 

measure its performance on the Flickr8K dataset using the BLEU standard metric. These results 

show that our proposed model performs better than standard models regarding image captioning 

in performance evaluation. The limitations of neural networks are determined mostly by the 

amount of memory available on the GPUs used to train the network as well as the duration of 

training time it is allowed, we have designed our model in such a way that it uses 95% of the 

memory storage and can be processed within a short span of time. 

 

 

We have used two strategies specially CNN and LSTM for image classification; 

 

CNN  

Convolutional Neural systems are specific important neural systems that can produce 

information that has an information shape, for example, a 2D lattice and CNN is valuable for 

working with pictures. It examines pictures from left corner to the right corner and through to 

extricate significant highlights from the picture, and consolidates the element to characterize 

pictures. It can deal with interpreted, pivoted, scaled, and modified pictures. The Convolutional 

neural system is a profound learning calculation that takes in the info picture, allocates 

significance to various components/protests in the picture, and recognizes it from each other. 

 

 

 

 

 

 



Indira Gandhi Delhi Technical University for Women 

 

Page 10 of 39 
 

 LSTM 

It is used to store the input data, as well as supply predictions about the subsequent datasets 

through its own. The LSTM network retains the stored data for a particular time period and on 

that basis predicts or gives the future values to the data. 

LSTM is used in predicting texts. The long-term memory, understanding of LSTM makes it 

capable enough to predict the next words in the sentences. This is the result of the LSTM 

network in predicting the next words by its own. The LSTM first stores the data, the feel of the 

words, the styling of the words, the use of the words in a particular situation,etc and on that basis 

predicts the next words. The stored data, i.e. input data is further used for future use. 
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1.1: SCOPE OF PROJECT 

 

With the advancement in Deep learning techniques and availability of huge dataset ,yes we can 

build models that can generate captions for an image. Automatically generating captions to an 

image shows the understanding of the image by computers, which is a fundamental task of 

intelligence. 

                             

                                                

1.2: PROBLEM STATEMENT 

 
The main problem in the development of image description started with object detectionusing 

static object class libraries in the image and modelled using statistical language models.  

1 Making use of CNN: It’s a Deep Learning algorithm that will intake in a 2D matrix input 

image, assign importance (learnable weights and biases) to different aspects/objects in the image, 

and be intelligent enough to be able to differentiate one from the other. 

2. This model was advantageous in naming the objects in an image but it could not tell us the 

relationship among them (that’s plain image classification). 

3. In this paper, we present a generative model built on a deep recurrent architecture that unites 

recent advances in computer vision and machine translation and that can effectively generate 

meaningful sentence.  

4. Making use of an RNN: They are networks with loops in them, allowing information to 

persist. LSTMs are a particular kind of RNN, capable of learning long-term dependencies.  

 

 

 

1.3) WORK CONTRIBUTION 

 
1) SHRUJAL BANSAL- BLEU 

2) SOHALI BAISLA- DATA PREPROCESSING (Image and Text) 

3) MEHAK AGGARWAL- MODEL (Building, training and testing the model) 

4) RISHIKA PAL- IMAGE PREPROCESSING  
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CHAPTER 2: OTHER CHAPTERS 

  

2.1: EVALUATION 
 

Execution of the entire program takes place in 5 major steps. The implementation of the five 

Major modules is as follows: 

 

A. Data Cleaning and Pre-processing: 

1. For a comfortable and fast work experience, we use Visual Studio Code: Visual Studio 

Code is a source-code editor made by Microsoft, it is a tool which provides free GPU/TPU 

processing power, over our local machines, which can take several hours to do the task that a 

GPU will take few minutes to do. 

2. Our program starts with loading both, the text file, and the image file into separate variables. 

3. This string is used and manipulated in such a way so as to create a dictionary that maps each 

image with a list of 5 descriptions. 

4. The main task of data cleaning involves removing punctuation marks, converting the whole 

text to lowercase, removing stop words and removing words that contain numbers.  

5. Further, a vocabulary of all unique words from all the descriptions is created, which in the 

future will be used to generate captions to test images. 

6. Another aspect of Pre-processing the data involves tokenizing our vocabulary with a unique 

index value. This is because a computer won’t understand regular English words, hence they 

need to be represented using numbers. The tokens are then stored in a pickle file. i.e. in the form 

of character stream, but with all the information necessary to reconstruct it into the original 

object type. 

7. The above two pre-processing tasks can be achieved manually or by using the Keras, Pre-

processing module for ease of writing the code. 

8. We proceed to append the <startseq> and <endseq> identifier for each caption since these will 

act as indicators for our LSTM to understand where a caption is starting and where it’s ending. 

9. We will proceed with calculating the number of words in our vocabulary and finding the 

maximum length of the description, which will be used in later phases. 

 

 

 

 

 

 

 

 

 

Figure 1 

https://en.wikipedia.org/wiki/Source-code_editor
https://en.wikipedia.org/wiki/Microsoft
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B. Extraction of feature vectors: 

1. A feature vector(or simply feature) is a numerical value in the matrix form, containing 

information about an object’s important characteristics, eg. intensity value of 

each pixel of the image in our case. These vectors, we’ll ultimately store in a pickle file. 

2. In our model we’ll be using Transfer Learning, which simply means, using a pretrained model 

(in our case the VGG16 model) to extract features from it. 

3. The VGG16 model is a Convolutional Neural Network that is 16 layers deep. It is trained on 

the Flicker8k dataset which has 8091 images. 

4. Python makes using this model in our code extremely easy with 

keras.applications.VGG16module. To use it in our code, we’ll drop the classification layer from 

it, and hence obtain the 2048 feature vector, having a vocabulary size of 4476. 

5. Hence weights will be downloaded for each image, and then image names will be mapped 

with their respective feature array. 

Figure 2 

 

C. Layering the CNN-RNN model: 

1. Feature Extractor: It will be used to reduce the dimensions from 2048 to 256. We’ll make use 

of a Dropout Layer. One of these will be added in the CNN and the LSTM each. We have pre-

processed the photos with the CNN model (without the output layer) and 

will use the extracted features predicted by this model as input. 

2. Sequence Processor: This Embedding layer will handle the textual input, followed by the 

LSTM layer. 

3. Decoder: We will merge the output from above two layers, and use a Dense layer to make the 

final predictions. Both the feature extractor and sequence processor output a fixed-length vector. 

These are merged together and processed by a Dense layer. The number of nodes in the final 

layer will be the same as the size of our vocabulary. 

 

D. Training the model: 

1. We’ll be training our model on 6400 images each having 2048 long feature vectors. 

2. Since it is not possible to hold all this data in the memory at the same time, we’ll make use of 

a Data Generator. This will help us create batches of the data, and will improve the speed. 

3. Along with this we’ll be defining the number of epochs(i.e. iterations of the training dataset) 

the model has to complete during its training. This number has to be selected in such a way that 

our model is neither underfitted nor overfitted. 
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4. model.fit() method will be used. And this whole process will take some time depending on the 

processor. 

5. The maximum length of descriptions calculated earlier will be used as parameter value here. It 

will also take as input the clean and tokenized data. 

6. We’ll also create a sequence creator, which will play the role of predicting the next word 

based on the previous word and feature vectors of the image. 

7. While training our model, we can use the development dataset, to monitor the performance of 

the model, to decide when to save the model version to the file. 

 

                        

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3 

 

Figure 4 



Indira Gandhi Delhi Technical University for Women 

 

Page 15 of 39 
 

E. Testing the model: 

1. The same python notebook is used to perform testing. We loaded the trained model that we 

had saved in the previous step and generate predictions. 

2. The sequence generator will come into play at this stage, besides the tokenizer file we created. 

3. The primary step of feature extraction for the particular image under observation will be 

performed. 

4. The path of one of the images from the remaining 1600 test images is passed to the function 

manually. You can also iterate through the test data set, and store the prediction for each image 

in a dictionary or a list. 

5. The actual functioning behind image generation involves using the start sequence and the end  
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2.2: RESULT 

 
The image captioning model was implemented and we were able to generate moderately 

comparable captions with compared to human generated captions. The VGG net model 

first assigns probabilities to all the objects that are possibly present in the image. The model 

converts the image into word vector. This word vector is provided as input to LSTM cells which 

will then form sentence from this word vector. 

                 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5 

 

 

 

 

                 

 

 

 

 

 

 

 

 

 

 
Figure 6 
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CHAPTER 3: CONCLUSION 
 

 

Based on the results obtained we can see that the deep learning methodology used here bore 

successful results. The CNN and the LSTM worked together in proper synchronization, they 

were able to find the relation between objects in images. 

 

In this advanced Python project, we have implemented a CNN-RNN model by building an image 

caption generator. Some key points to note are that our model depends on the data, so, it cannot 

predict the words that are out of its vocabulary. We used a small dataset consisting of 8000 

images. For production-level models, we need to train on datasets larger than 100,000 images 

which can produce better accuracy models. 

 

To compare the accuracy of the predicted caption, we can compare them with target captions in 

our Flickr8k test dataset, using BLEU(Bilingual Evaluation Understudy) score. BLEU scores are 

used in text translation for evaluating translated text against one or more reference translations. 

Over the years several other neural network technologies have been used to create hybrid image 

caption generators, similar to the one proposed here. 

 

The model has been successfully trained to generate the captions as expected for the images. The 

caption generation has constantly been improved by fine tuning the model with different hyper 

parameter. Higher BLEU score indicates that the generated captions are very similar to those of 

the actual caption present on the images. Below you will find a table displaying different BLEU 

scores obtained by tuning the parameters.  
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CHAPTER 4: FUTURE SCOPE 

 

 

The limitation faced by this image caption generator is that as the validation loss curve is greater 

than the training loss curve thus, the model is overfitting. It can be avoided by training a larger 

dataset therefore, getting a more precise result. 

 

 

                         

Figure 7 
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