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Vijay Janapa Reddi, 22/01/2021
sprinkling of allt eh embedded system boards we had previously tlakeda bout.
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“Tiny” Machine Learning Frameworks
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Dhilan Ramaprasad, 25/01/2021
@nicholas_redler@g.harvard.edu I hand drew this, but it's based on theirs...VJ is explicitly discussing this framework (converter) on the next slide.  How should we handle it? https://www.st.com/content/st_com/en/products/development-tools/software-development-tools/stm32-software-development-tools/stm32-configurators-and-code-generators/stm32cubemx.html
_Reassigned to Nicholas Redler_

Nicholas Redler, 25/01/2021
Hi Dhilan, Can you point me to the script for these? As long as Vijay is mentioning them by name, and we're limiting duration onscreen to that introduction, we can approve these as "Fair Use- Identification".

Vijay Janapa Reddi, 22/01/2021
Please find the logos and put them on the left. On the right side, we want a sprinkling of the different boards from the previous slides on embedded systems.
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Vijay Janapa Reddi, 23/01/2021
@dhilanramaprasad@college.harvard.edu ok to have these slides as bullets but wiht some emphasis on words that I've bolded. If you can think of some other way of capturing the questions then that's great. wish we could avoid the load of text.
_Assigned to Dhilan Ramaprasad_
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Pete Warden, Technical Lead, TensorFlow 
Mobile and Embedded Team, Google.
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